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ARTICLE INFO ABSTRACT

Keywords: The encoding and transmission of neural information is closely related to neuronal electrophysiological activity
Electromagnetic induction such as spike, burst and so on. The main purpose of the paper is to explain the mechanism of transition
Canards

dynamics between discharge rhythm of mathematical model for neurons under electromagnetic induction. The
main dynamical system features involve torus canards. First, the dynamics of spike-burst mode and spiking
patterns is demonstrated separately. In addition, the intermediate state spikes of amplitude modulation (AM
spike) are found when the spike modes of the neuron are numerically calculated, and the AM mode is illustrated
using torus canards. Moreover, the discharge patterns of neuron are compared when considering whether the
electromagnetic induction is introduced into the system, and the effect of electromagnetic induction on the
discharge rhythm is discussed. Furthermore, the existence regime of the canards phenomenon changes when
the system is under the electromagnetic induction, and the dynamics of burst is also different to the original
system. Finally, the function of electromagnetic induction on the dynamics of neuron bursts mode, spiking
mode and transition mode between burst and spiking is explained.

Transition dynamics
Discharge pattern
Nociceptive neuron model

1. Introduction dynamic behavior of transitions between them for understanding the
expression of biological information.

The discharge patterns of neuronal electrophysiological activity are The mechanism of the spiking and burst of single neuron has been

closely related to neural information processing, and explaining the
dynamic behavior of electrophysiological activity pattern is particu-
larly important for understanding the encoding of neural information.
This paper focuses on the neuronal rhythm of nociceptive neuron and
their transition mechanism in the model using dynamical system tools.
The pain channel is activated by surrounding nociceptive receptors,
and it transmits signals to the nociceptive neurons through afferent
neurons [1]. Nociceptive neurons have a rich spiking sequence under
external stimuli [2]. The burst sequence is also considered as the basic
unit of neuron information expression, which greatly improves the
authenticity of signal transmission between neurons [3,4]. Discharge
patterns are related to the transmission of pain signals [5]. The burst
mode and spiking mode as well as the transition between them con-
tain abundant biological information [6-11]. Recently Valero et al.
have found that monitoring the subthreshold behavior of neurons is
particularly important in understanding how they integrate excitatory
and inhibitory inputs [12]. Therefore, it is helpful to explore the burst
pattern, spike pattern and subthreshold oscillations as well as the
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explained by some researchers before. For instances, using fast-slow
dynamics to explain the firing pattern of a single neuron [13-18],
or using saddle-node canards to explain the mechanism of mixed-
mode oscillation [19-21]. These results describe dynamics in the firing
patterns of neurons, and understanding their mathematical mechanisms
is very meaningful for exploring the feedback of information expres-
sion between neurons. The main issue to study here is the transition
dynamics between neuronal rhythms. Some researchers use the idea
of ’blue sky catastrophe’ to explain the dynamics between burst and
spiking [22-25]. There are also researchers who study the transition
between spiking and burst of the quasi-periodic phenomenon to analyze
the dynamics of system, and discuss various torus bifurcations, includ-
ing torus canards, the coexistence of resonant tori and nested torus,
and complex bistable dynamics caused by the torus breakdown [26].
Roberts et al. combines the averaging method and the idea of fold
singularity as well as torus canards to explain the transition between
burst and spiking in the coupled neuron model [27]. Drover et al.
have illustrated the delayed bifurcation using canards mechanism [28].
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This paper will focus on the discharge mode of neuron system under
electromagnetic induction, and mainly explains the transition dynamics
between discharge rhythms using the idea of torus canards.

Kramer et al. first have discovered the relationship between the
phenomenon of torus canards and neuron firing patterns in the Purkinje
cell model [29], researchers have gradually proposed and discussed
the torus canards phenomenon in some neuron models [30,31]. Subse-
quently, a mixed-type canards (limit cycle canards and torus canards
coexist) is also found in the neuron model [32]. Burke et al. have
reviewed several types of torus canards found in neuron models [33].
Roberts have explained the theoretical basis of canards analysis of neu-
ron models, and he have introduced basic research methods as well as
torus canards appearing in two types of neuron models [34]. Recently,
Dick have analyzed the dynamics of the model before and after the
nociceptive receptor is stimulated with the drug and demonstrated the
possibility of the existence of canards [35]. Canards is also presented
in the cardiac action potential model [36].

According to the laws of magnetoelectricity and electromagnetic
induction, changes in action potentials in neurons can cause fluctuates
in the surrounding magnetic flux distribution. And this fluctuation will
bring about important changes in the neural network. Therefore, it
is necessary to consider adding electromagnetic flux to the neuron
model to ensure the reliability of the model. Recent research suggests
significantly that its effect on the firing patterns of individual neurons
should not be overlooked [37-39]. Buschman et al. found evidence that
oscillatory synchronization of local field potentials (LFPs) formed neu-
ral ensembles representing the rules: there were rule-specific increases
in synchrony at “beta” (19-40 Hz) frequencies between electrodes [40].
The change in electromagnetic induction can be expressed by calculat-
ing the magnetic flux [41,42]. We discuss the transition induced by
electromagnetic flux.

The rest of this paper is organized as follows. Section 2 describes the
nociceptive neuron model and explains the theoretical tools that we use
in simulation. In Section 3.1, the impact of changes in external stimuli
on the transition of periodic solutions is discussed. In Section 3.2, the
response of the system periodic solution to electromagnetic induction
is explained. In Section 4.1, the mathematical mechanism of the system
discharge mode is considered. In Section 4.2, the effect of electromag-
netic induction changes on the system’s discharge mode mechanism is
demonstrated. In Section 4.3, the sensitivity of the system bifurcation
structure to electromagnetic induction is explored. Finally, we have a
conclusion in Section 5.

2. Model and methods

The improved model that we propose is conductance-based Hodgkin
Huxley neuron model. Here the nociceptive neuron model is used
because of its rich neuronal rhythm and we add the electromag-
netic induction to the sensory neurons to discuss its discharge pat-
tern [35]. This model consists of fast inactivated sodium ion current
(I ,y), medium inactivated sodium ion current (I y,), slow inactivated
sodium ion current (/y,,), leakage current (I;) and the electromag-
netic induction equation as well as external stimulus I,. Same as the
Dick [35], in this modification, we only considered to the incoming
sodium currents and does not take into account the outgoing potassium
currents, but uses only the leakage current as the outgoing current.
We use a single slow variable r as a slow variable, which describes
the inactivation of the slow sodium channel. Variable ¢ denotes the
magnetic flux across the membrane, p(¢) represents the incremental
memductance function of flux controlled memristor [42], and which is
used to describe the coupling between membrane potential and mag-
netic flux. The incremental memductance function is often described by
p(¢) = a+3p¢?, and a, f are fixed parameters [37,42]. The term kp(¢p)V
could be viewed as induction current on the membrane as follows:

v =2 LD _ v, = koiary

dt dé dt
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Transmembrane potential V, ion channels and magnetic flux ¢ can be
described as follows:

% = Uy = kp@WV = Ingy = Inar = INas = 11)/Cps @
% = (xo (V) = x)/7,(V), x=m,h,b,s,r, (2)
d

d—‘f = KV = kyb. ©)

Where the expression of each ion current is as follows:
Inag = gNamSh(V = Vna)»
Inar = EnarM1eebV = Vo),
Ings = ENnasS TV = Vs
I, =g, (V-Vp).
The equation of each kinetic parameter is as follows:

My 1/(1 + exp(—=(34.1 + V)/9.1)),

hy = 1/(1 + exp((56.4 + V)/7.2)),
Mo = 1/(1+exp(—=(25.3 + V)/9.1)),
by = 1/(1 +exp((72.5 + V)/8)),

m = 0.01 +0.11exp(=0.5((V + 28.7)/25.5)2),
7, = 0.246 + 1.63exp(=0.5((V + 61.9)/15.3)2),
7, = 0.22exp(=0.07V).

N
Il

Corresponding system parameters are: membrane capacitance
C, = 1 pF/cm?, reversal potential Vy, = 62 mv (sodium) and V; =
-77 mv (leakage), maximum conductance gy, = 40 mS/cm?, gy, =
27 mS/cm?, g; = 1.4 mS/cm? and related electromagnetic induction
parameters « = 04, § = 0.02, k = 0.001, k;, = 1. Other pa-
rameters throughout the paper is not fixed, gy, I; and k, will be
considered as bifurcation parameters. Dynamic function of slow sodium
channels in nociceptive neurons change subtly before and after drug
administration [35], their expressions are as follows.

The dynamic function before modifying the channel is as follows:

Seo(V) = 1/(1 + exp(—(22 + V) /16)),
ro(V) = 1/(1+exp((34 +V)/11)),
7,(V) = 2+ 25exp(—((50 + V) /65)%),
7,(V) = 50 4 250exp(—((21 + V) /31)).

The dynamic function after modifying the channel is as follows:

Seo(V) = 1/(1 + exp(—(10 + V) /25)),
ro(V) = 1/(1 + exp((32 + V)/11)),
7,(V) = 2+ 30exp(—((30 + V)/85)%),
7.(V) = 45+ 250exp(—((19 + V)/31)?).

The theoretical tools we use are torus canards [29] and Izhike-
vich’s classification method [14]. MATCONT is an extension package in
MATLAB, which has powerful nonlinear dynamic bifurcation and chaos
analysis performance. This paper uses the MATLAB and MATCONT
packages [43,44] for all numerical calculations and graphic rendering.

3. Periodical solution transition of discharge mode

3.1. Impact of external stimulus changes on the transition of periodical
solution

Fig. 1. shows the entire transition process of the discharge mode
when gy, = 10. It shows in detail the regular spiking pattern with
the bursts, the alternation of bursts mode and isolated spikes, periodic
oscillations (with only one period), AM spike, the spiking mode, 2-spike
burst with the subthreshold oscillations and the irregular slow spikes
as well as the rest stationary state. This process is only achieved by
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Fig. 1. Changes in the firing pattern of the system as external stimuli shifting, gy,, = 10,

stimulation of the system are 21.89,17.73,17.70636, 17.706, 16.5, 15.8, 15.49, 15.3, respectively.

adjusting the direct external stimulus I,. As we can see from Fig. 1(a),
there are seven regular spiking with the bursts in between. Unlike the
bursts mode we usually see, the resting state of the firing pattern is
replaced by bursts. At the end of each burst pattern, there is an upward
jump forming a regular spiking. The dynamics behave as mixed-mode
oscillations, as we studied in the paper [21]. Here, we are interested
in studying the mechanism of rhythm transition in bursts mode. As
the external stimulus decreases, the interval of bursts mode gradually
increases and forms the bursts intercalated with isolated spikes (spike-
burst mode) (Fig. 1(b)). In the range of 5000 ms, only three complete
burst patterns appear, indicating that the number of peaks per burst
is increasing. When continuing to reduce external stimuli, it is found
that only one period spike-burst mode appears and followed by the
AM spikes as well as the spiking mode (Fig. 1(c)). In Fig. 1(d), we
can see that the spike-burst pattern disappears, and the AM spikes is
observed. An explanation on the side is that the number of spikes in
the spike-burst mode continues to increase, and it appears like the
spiking pattern when the number of peaks in spike-burst is infinite. The
system shows the spikes mode when the external stimulus I, = 16.5
(Fig. 1(e)). Regular mixed-mode oscillation occurs when continuing
to reduce external stimuli. In addition to small oscillations below the
threshold value (V' = 0), it can be found there are two different
membrane voltage values in the mixed-mode oscillation (Fig. 1(f)).
This mixed-mode oscillation is newly discovered. As external stimuli
continuing to decrease, the mixed-mode begins to become irregular
slow spikes (Fig. 1(g)), until the entire spikes state changes from spiking
to resting (Fig. 1(h)). This process explains in detail how the system
firing pattern changes from the spikes with the bursts mode to the spike
mode through a intermediate state with the change of external stimulus
parameter, and then transit from the mixed-mode to the resting state.

Fig. 2. shows the influence of electromagnetic induction on the
discharge pattern of model, and its external stimulus is correspond
to Fig. 1. By comparing Figs. 1(a) and 2(a), it can be seen that

JY T
TR

5000 0
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regular spikes with the bursts gradually tend to resting state under
the electromagnetic induction. The following discussions are expanded
by comparing Figs. 1 and 2. As the external parameters decrease,
the neuron model exhibits the spike-burst mode and there are four
complete periods in the display range (Fig. 2(b)). From Figs. 2(c)
and 2(d), it can be seen that the number of burst has not changed
much. And the number of the spike in each burst remain slightly
modulation, but there is not much change in the visual comparison.
The tonic spike and regular mixed-mode oscillation modes are still
maintained from Figs. 2(e) and 2(f). It can be seen from Fig. 2(g) that
the irregular slow spikes is still greatly affected by electromagnetic
induction, and the irregularity has changed greatly. Especially, the
resting neuron produces discharge activities again under the influence
of electromagnetic induction when I, 15.3 (Fig. 2(h)). The role
of electromagnetic induction is found when considering its influence
process on the discharge pattern of neurons. And it may be that the
sudden transition starts from quantitative accumulation to essential
jump when the external stimuli add to a determinate value. Hence
it is not obvious to observe its effect on certain discharge modes.
When the external stimulus exceeds some fixed value, the effect of
electromagnetic induction immediately appears. Below we will also
explain the dynamic properties of the system under electromagnetic
induction.

3.2. Response of system periodic solution to changes of electromagnetic
induction variables

Fig. 3. shows the change of the system’s discharge pattern with
external stimuli when gy, = 5. When I, = 24.83, the system exhibits
the bursts pattern (Fig. 3(a)). Obviously, the resting state between
bursts pattern is stable. At the end of each bursts pattern, there is the
resting state. It is different from the upward jump forming a regular
spiking between bursts mode mentioned above (Fig. 1(a)). As shown
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current stimulation of the system are I, = 24.83,24.7779,24.75, 18.0, respectively.

in Fig. 3(b), it shows a mixed-mode state. The early stage is composed
of three bursting modes, and then follow by AM spikes, finally transit
to spiking pattern. It is more like the display of the combination of
bursting and spiking. Continuing to reduce external stimuli, the firing
mode will first appear with AM spikes and finally tend to the spiking
pattern (Fig. 3(c)). Similar to the transition mode mentioned earlier,
the next section will explain the dynamic of the transition mode. The
system behaves as a spiking mode (Fig. 3(d)) when I, = 18.0. This
exhibits a process in which the system discharge from the bursting to
the spiking pattern.

The influence of electromagnetic induction on the discharge pattern
of neuron is considered when gy, = 5, I, = 24.75. Obviously, it

corresponds to the firing mode of Fig. 3(c) when without adding elec-
tromagnetic induction to the system. When electromagnetic induction
parameter k, = 2, the system is in a resting state. It can be said that
electromagnetic induction stimulation makes the neuron firing mode
change from the AM spikes mode to the resting state (Fig. 4(a)). As
described in Fig. 4(b), the system presents bursts mode when k, =
5, and the left-side spike of the bursts mode rises at a slower rate.
With the increasing of k, to 25, the system firing mode presents an
intermediate state, which is the transition between the bursts pattern
and spiking mode. That is, the burst mode is followed by the AM mode
and spiking mode (Fig. 4(c)). As shown in Fig. 4(d), the system firing
shows a mixture of AM spike mode and spiking mode. Changes in elec-
tromagnetic induction have a positive effect on the transition of neuron
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Fig. 4. Changes in the firing pattern of the system as current stimulation shifting, gy,, =5, I, = 24.75, with electromagnetic induction. (a)-(d) correspond to the electromagnetic
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Fig. 5. (color online) The codimension-2 bifurcation diagram of the system when electromagnetic induction is added or not. (a) without adding electromagnetic induction to the
system, k = 0; (b) system with electromagnetic induction, k, = 25. Where GH indicates Generalized Hopf bifurcation (Bautin), CP represents cusp bifurcation, HH indicates double
Hopf bifurcation, ZH represents Zero-Hopf, BT represents Bogdanov-Takens bifurcation, CPC represents the cusp of the limit cycle and LPC represents the fold of limit cycle.

discharge pattern. The discharge mode can be shifted by adjusting the
electromagnetic induction parameter. The discharge activity have more
patterns, and the bursts interval and the number of peaks per bursts will
change.

Above we have examined the effect of the system parameter gy,
and external stimulus variable 7, on the discharge mode. Next, we use
these two parameters to do a codimension-2 analysis, and compare
its bifurcation diagram before and after electromagnetic induction is
added (Fig. 5.). MATCONT software package is used to calculate and
obtain many codimension-2 bifurcation points when electromagnetic
induction is added to the system or not. The rich bifurcation diagram
means that it has complex dynamic properties. And we find the cusp
bifurcation point of the cycle and the double Hopf point, etc (Fig. 5(a)),
which are not easy to find. Here we focus on the pink LPC bifurcation
curve. The basic bifurcation curves such as the Hopf curve, saddle—
node curve and NS curve are retained (Fig. 5(b)). That is, the whole
bifurcation structure of the system is still there. The system may
become more robust when electromagnetic induction is introduced into
the system, and LPC bifurcation curve cannot be detected. However, it
may be that the software cannot implement, and that does not mean it
does not exist. Therefore, the system dynamics have changed slightly.
The transition of discharge modes associated with this LPC bifurcation
change will be examined in more detail below. Here we will focus on
the transition of discharge rhythm and AM spikes mode. The discussion
of these phenomena can give a deeper understanding of the dynamic
characteristics of the system.

4. Dynamics mechanism of discharge mode
4.1. Mathematical mechanism of system firing mode

Comparing the time variables of each ion channel, it can be seen
that the time variable 7, is much larger than the time variables of
other ion channels. So this section will consider r as a slow variable
parameter to illustrate the mechanism of dynamic behavior patterns.
That is, a single slow variable r was used as a slow variable, which
describes the inactivation of the slow sodium channel. Quantitative
analysis of the system is necessary to obtain the stable solution of the
system before and after the electromagnetic induction is added. First,
the equilibrium point (blue trajectory) and limit cycle of the system are
calculated when I, = 17.73, and the maximum and minimum values of
the limit cycle are represented by the red point trajectory. The phase
diagrams of the system are superimposed on the plane together, as
shown in Fig. 6(a). The three-dimensional phase space of the discharge
pattern is shown in Figs. 6(b), and 6(a) is partially enlarged and shown
in Fig. 6(c). Examining the change of r over time, we can find that
the system trajectory starts firing downward via the LP point. Until
it hits the fold of limit cycle, the trajectory have produced the firing
that gradually decrease the interval of the spikes. This process will
form a burst pattern. After passing through the fold of the limit cycle,
the trajectory is gradually restricted by the unstable limit cycle. The
trajectory will make a upward jump when it has through a finite
rotation and reaches a radius of zero, and eventually it tends to an
upward jump forming a regular spiking. The same process will be
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of limit cycles, black curve represents the phase plane diagram of the trajectory, and the blue curve is the equilibrium point of the fast subsystem. LPC represents the fold of limit
cycle, LP represents saddle-node bifurcation, SubH represents Subcritical Hopf bifurcation, SupH represents Supercritical Hopf bifurcation. Reader should compare with Fig. 1(b).
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

0
V(mV)
=20

-40

0. 755

0. 765 0.775

l o \\“\
Il

|‘;‘J‘ “ I

w\l“ b .

1000 2000, (,)3000 4000 5000

Fig. 7. (color online) Bifurcation dynamic analysis of the system when without adding electromagnetic induction to the system, gy,, = 10, k =0, I, = 17.706. (a) The superposed
diagram of the equilibrium point of the system and phase plane diagram as well as the maximum and minimum values of the limit cycle; (b) and (c) is a partial enlargement of
(a); (d) membrane potential time series diagram. The explanation of each label is the same as in Fig. 6. Reader should compare with Fig. 1(d).

repeated next. This firing behavior can be regarded as “‘fold/fold circle”
discharge mode.

The system numerical solution changes substantially when I, =
17.706. As shown in Fig. 7(a), we have only partly intercepted the phase
diagram of the AM spike and overlie them to the system phase plane.
The superposed trajectory is enlarged and displayed in Fig. 7(b) and (c).
It can be observed that the phase trajectory wander in the area to
the left of the LPC? bifurcation. As shown in Fig. 7(b), the inner side
of the red curve indicates the maximum and minimum values of the
unstable limit cycle, and the outer side indicates the maximum and
minimum values of the stable limit cycle. The joint effect of the two
type limit cycle makes the trajectory solution of the system hover in
small intervals. Because the existence interval of AM spike is very
small, this range is generally easily ignored in simulation calculations.
Later analysis find that there is a Neimark-Sacker (NS) bifurcation in
the bifurcation structure of the system, and there is a saddle-node
bifurcation points of the limit cycle. There are branch of repelling and
attracting limit cycle near the LPC2. They are the basic conditions for
the occurrence of torus bifurcation. We find that a torus bifurcation
is formed near the LPC? of the fast subsystem. It is closely related to
the AM spike mode. As the parameter r changes, the alternation of

the unstable limit cycle (repelling branch) and the stable limit cycle
(attracting branch) will continue for a long time. The external stable
limit cycle continuously transitions to the internal unstable limit cycle
via the saddle-node of the limit cycle. As the parameter r decreases, the
internal unstable limit cycle and the external stable limit cycle combine
to form a loop. In this way, a torus is formed in numerical simulation.
This canards mode is called “headless canard”. The discharge mode
mentioned in Fig. 6. is similar to the “head canard”. If the stable limit
cycle and the unstable limit cycle hit at the fold of the limit cycle (LPC),
the unstable limit cycle is not bound by the outer stable limit cycle,
and returns to the attracting equilibrium point via the saddle-node to
continue this discharge process, this is the formation process of the
spike-burst mode. This discharge pattern is known as the torus canards.

When I, = 16.5, the system discharge mode behaves as a spiking.
The dynamic bifurcation diagram is shown in Figs. 8, and 8(b) is
a partial enlargement of it. It can be seen that the stable periodic
trajectory of the system under the parameter is shown in the figure. The
dynamic bifurcation structure of the fast subsystem is still maintained.
There is a stable limit cycle corresponding to the spiking. Changing
the external parameters makes the spike-burst mode transition to the
spiking mode via the intermediate state AM spike. A similar process
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has also been mentioned in previous article [22,29]. The discussion on
the spiking and spike-burst mode as well as intermediate states are also
helpful for the research of neural networks. The following section will
also discuss the effect of electromagnetic induction on the transition of
neuronal firing patterns.

By comparing the dynamic bifurcation diagram, we can find that
its structure has significantly changed when 1, 15.8. As shown in
Fig. 9(a), the saddle-node bifurcation of the limit cycle appears many
times. Zooming in on the figure is shown in Figs. 9(b) and 9(c). It
can be clearly seen that the bifurcation structure of the fast subsystem
has an extra saddle-node bifurcation of limit cycle. The trajectory
forms an unstable limit cycle after passing through the Subcritical
Hopf bifurcation point. As the parameter r increases, the limit cycle
gradually approaches the saddle-node of the cycle. The stable limit
cycle not remains outside the unstable branch, but the maximum and
minimum of the limit cycle are smaller than the unstable limit cycle,
and they appear alternately. It then go through the second saddle-node
bifurcation of the limit cycle and turn to the next unstable limit cycle
trajectory. As we can see from Fig. 9(c), the mixed-mode oscillation
is consist of two large-amplitude and two small-amplitude oscillations.
The four red curves are the maximum and minimum values of the
unstable limit cycle curve (first and third), and the maximum and
minimum values of the stable limit cycle curve (second and fourth).
Under the combined action of the stable limit cycle and the unstable
limit cycle, the mixed oscillation mode is formed under this parameter.

4.2. Effect of electromagnetic induction changes on system discharge mode

This section discusses the dynamics behaviors of the system under
electromagnetic induction. The corresponding system parameters are
gnas =35, I; = 24.75. The bifurcation diagram is shown in Fig. 10. when
ky = 5. The equilibrium point curve has four turns (four saddle-nodes)
instead of the “z” type curve as we known earlier. It can be found
that there are not only saddle-nodes and Hopf bifurcation point, but
also the saddle-node of limit cycle (LPC), period doubling point (PD)
and NS bifurcation point. This also makes the system’s discharge mode
and dynamic behavior more abundant. Fig. 10(b) shows the three-
dimensional phase space of the system under this set of parameters, and
this spatial graph is more like a torus. The dynamics of specific bursts
patterns can be obtained from Fig. 10(c), which is partial enlargement
of Fig. 10(a). First, the system trajectory begins to produce spike via the
Subcritical Hopf bifurcation point, and then reaches the LPC? under the
action of the external attracting branch, finally it turns to the internal
repelling branch. The system trajectory returns to equilibrium point
under the joint action of the internal repelling branch and the external
attracting branch. It will be spike again through the Subcritical Hopf
point, and repeating this process will form a bursts mode state. The
discharge mode process is called “SubHopf/fold circle”. We can see the
variation trend of instantaneous firing rate under the bursts mode in

Fig. 10(e).
The dynamic bifurcation diagram is shown in Fig. 11. when the
electromagnetic induction parameter k, = 25. The structure of its
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Fig. 10. (color online) Bifurcation dynamic analysis diagram when the system with the electromagnetic induction, gy,, =35, I, = 24.75, k, = 5. (a) The superposed diagram of
the equilibrium point of the system and phase plane diagram as well as the maximum and minimum values of the limit cycle; (b) three-dimensional spike phase diagram of the
system. (c) is a partial enlargement of (a); (d) is the time series of membrane voltage at this parameter; (e) is the instantaneous firing rate (IFR) corresponding to the time series
of membrane voltage. PD indicates period-doubling bifurcation, NS indicates Neimark—Sacker bifurcation, the other labels are the same as in Fig. 6. Reader should compare with

Fig. 4(b).
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Fig. 11. (color online) Bifurcation dynamic analysis diagram when the system with the electromagnetic induction, gy,, =5, I, = 24.75, k, = 25. (a) The superposed diagram of

the equilibrium point of the system and phase plane diagram as well as the maximum and minimum values of the limit cycle; (b) three-dimensional spike phase diagram of the
system. (c) and (d) is a partial enlargement of (a); (e) is the time series of membrane voltage at this parameter; (f) is the instantaneous firing rate corresponding to the time series
of membrane voltage; (g) is a partial enlargement of (f). The explanation of each label is the same as in Fig. 10. Reader should compare with Fig. 4(c).

equilibrium point curve also appears with four saddle-nodes, LPC
point, Hopf bifurcation point, period doubling bifurcation point and
NS bifurcation point. The three-dimensional discharge pattern diagram
of AM spike under these parameters is shown in Fig. 11(b), which
is a torus structure. The observation of the local enlargement of the
dynamic structure is shown in Fig. 11(c). Fig. 11(d) is a partial en-
largement again, and the formation process of the torus is illustrated.
The stable period formed by the trajectory gradually approaches the
saddle-node of limit cycle under the action of attracting branches, and
the unstable period trajectory gradually shifts also the LPC?. Eventually,
the stable and unstable bifurcation makes the trajectory wander around
the saddle-node of limit cycle. A torus canards is formed under their
interactions, which is related to the AM spike mode. In the bifurcation
diagram, the occurrence of the Neimark-Sacker bifurcation is found,
and there are stable and unstable periodic trajectories as well as saddle—
node of limit cycle. These are necessary ingredients to the formation
of the torus canards. By comparing the result as shown in Figs. 10 and
11., we find that the most obvious difference is that the electromagnetic
induction affects the starting point of spike (the first 1000 ms are not
full bursts). In Fig. 11(f), we observed that the instantaneous firing rate
of AM spike increased first and then decreased. This discharge pattern
is also known as the torus canards.

4.3. Sensitivity of system bifurcation structure to electromagnetic induction

This section shows the changes of the dynamic bifurcation dia-
gram before and after the model modification under electromagnetic
induction (Fig. 12.). External stimulus I, as a bifurcation parameter,
where Fig. 12(a) represents the system bifurcation diagram before
modification, and Fig. 12(b) represents the modified system bifurca-
tion diagram. Comparing the two graphs, the most obvious change
is that the two equilibrium point curves are different. The system
equilibrium point before modification can detect the existence of the

saddle-node, and the saddle-node disappears after modification. The
existence regime of the limit cycle of the modified system becomes
larger. One significant change is that the supercritical Hopf before the
modification is changed to the subcritical Hopf after the modification.
From Fig. 12(b), we can see that the interval between NS bifurcation
points is smaller than before the modification. This shows that the
addition of electromagnetic induction causes substantial changes in
the dynamic properties of the system. Electromagnetic induction can
be used to detect potential dynamic changes before and after model
modification, and then feedback for model adjustment.

5. Discussion and conclusions

This paper mainly discusses the effect of electromagnetic induction
on the transition of neuron rhythm patterns. We have to conclude that
electromagnetic induction makes the system more robust. The addition
of magnetic flux makes the less bifurcation and when electromagnetic
induction is added to the model, the discharge modes are more sta-
ble than before. We have discussed the different discharge modes of
neurons caused by adding electromagnetic induction to the system,
and understood that the influence of electromagnetic induction on the
discharge rhythm patterns of neurons cannot be ignored. By comparing
Figs. 1 and 2, it can be found that the addition of electromagnetic
induction changes the discharge rhythm of the original system with
the same external stimulation parameters I, (especially (a), (c), (d)
in Figs. 1 and 2). It can be seen from the change of Figs. 1(d) and 2
that the introduction of electromagnetic induction transit the AM spike
caused by the torus canards into a regular rhythm bursting discharge.
By comparison with Figs. 3(c) and 4, it is found that the difference
of electromagnetic induction makes the system discharge present di-
versity. Meanwhile, with the increase of electromagnetic induction,
the system discharge transit from “SubHopf/fold circle” bursts to the
AM spiking caused by the torus canards. Therefore, electromagnetic
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Fig. 12. (color online) Bifurcation dynamic analysis diagram of the system with electromagnetic induction when I, is used as a bifurcation parameter, gy,, = 5, k, = 25. (a)
Superposition of the equilibrium point and the maximum and minimum of the limit cycle before the system modification; (b) Superposition of the equilibrium point and the
maximum and minimum of the limit cycle after the system modification. The explanation of each label is the same as in Fig. 10.

induction is very sensitive to the intermediate states of discharge mode.
The intervention of electromagnetic induction can make the original
regular spiking with the bursts mode into a resting state and can also
change the original resting state to a spike state as well as make the
range of the intermediate state of AM spike mode change. The dynamic
bifurcation diagram of the neuron model about the external stimulation
parameter I, and the maximum conductance gy, is discussed. The
mechanism of firing dynamics of adding electromagnetic induction to
the fast subsystem is explained. We have discovered the existence of
“fold/fold circle” spike-burst mode, and the torus canards of the system
without adding electromagnetic induction. Necessary conditions for
torus canards exist, that is, saddle-node periodic orbit and Neimark—
Sacker bifurcation as well as repelling cycle branch. The “SubHopf/fold
circle” bursts pattern under electromagnetic induction is discovered,
and the torus canards under electromagnetic induction also appear. The
formation of torus canards is explained in detail. We have compared
the changes in the dynamic bifurcation diagram before and after model
modification. The paper have described the transition between neuron
firing patterns under the effect of electromagnetic induction. First of all,
it is emphasized that the separate discussion of the discharge pattern
of a single neuron model has been explained, and there are also a large
number of studies on the dynamics of single burst mode or spiking
mode. Canards has been found in nerve system model and aircraft
ground dynamics as well as chemical reactions [21,45-48], so, the
study of canards phenomenon is helpful to solve practical problems.
Electromagnetic induction cannot be ignored in many real problems,
including the effect on neurons [37-42]. The study on the dynamics of
rhythm transition induced by canards under electromagnetic induction
in this paper is helpful for deep understanding of neurons, and the
results may provide some reference for experimental neuroscience.
Discussion about the transition dynamics between various burst modes,
between spiking modes, between burst and spiking modes and between
various types of mixed-mode burst has been endless. This paper focuses
on the transition dynamics of mathematical models of neurons under
electromagnetic induction. In future research, the research on the
transition dynamics between the firing modes will also continue to be
strengthened.
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Abstract

Background: Alzheimer’s disease (AD) is a brain disorder characterized by atrophy of cerebral cortex and neurofibrillary tangles. Ac-
curate identification of individuals at high risk of developing AD is key to early intervention. Combining neuroimaging markers derived
from diffusion tensor images with machine learning techniques, unique anatomical patterns can be identified and further distinguished
between AD and healthy control (HC). Methods: In this study, 37 AD patients (ADs) and 36 healthy controls (HCs) from the Alzheimer’s
Disease Neuroimaging Initiative were applied to tract-based spatial statistics (TBSS) analysis and multi-metric classification research.
Results: The TBSS results showed that the corona radiata, corpus callosum and superior longitudinal fasciculus were the white matter
fiber tracts which mainly suffered the severe damage in ADs. Using support vector machine recursive feature elimination (SVM-RFE)
method, the classification performance received a decent improvement. In addition, the integration of fractional anisotropy (FA) + mean
diffusivity (MD) + radial diffusivity (RD) into multi-metric could effectively separate ADs from HCs. The rank of significance of dif-
fusion metrics was FA > axial diffusivity (DA) > MD > RD in our research. Conclusions: Our findings suggested that the TBSS and
machine learning method could play a guidance role on clinical diagnosis.

Keywords: Alzheimer’s disease; diffusion tensor imaging; diffusion metric; tract-based spatial statistics; support vector machine; clas-

sification

1. Introduction

Alzheimer’s disease (AD) is associated with abnormal
functioning of the nervous system and usually appears in
people over the age of 60. Patients are often accompanied
by memory loss and cognitive decline and other problems,
which not only seriously harms the physical and mental
health of patients, but also brings a heavy burden on fam-
ilies and society [1]. It is estimated that in 30 years there
will be 134.6 million cases of AD worldwide [2]. How-
ever, the exact cause of AD is still unknown and existing
targeted drugs can only reduce symptoms or delay its pro-
gression. Therefore, revealing the brain changes caused by
the disease is crucial to explore the underlying cause of AD
[3].

Precise diagnosis of AD helps patients improve fu-
ture quality of life, including early prevention and optimal
treatment [4]. With the fast development of artificial intel-
ligence and medical imaging technology, computer-aided
diagnosis provides sufficient evidence of accuracy to dis-
tinguish AD from healthy control (HC) [5-10]. Tradition-
ally, AD has been thought of as a disease of gray mat-
ter (GM) damage, while the effects of white matter (WM)
have generally been thought of as damage secondary to GM
[11]. Although there is growing concern about WM dam-
age in AD, our knowledge is still limited when compared

to GM atrophy and other biomarkers. In particular, a re-
view illustrates different main research point of penetra-
tion for how WM injury leads to AD [12]. One piece of
evidence is to study WM degeneration and demyelination
as the important pathophysiological features of AD at the
microstructural level [13,14]. Another piece of evidence
comes from neuroimaging, which have the remarkable ad-
vantage of being able to noninvasively observe morpho-
logic changes in patients’ brains. Despite the study is fo-
cused on WM microstructures, it’s important to highlight
that diffusion tensor imaging (DTI) can be used to inves-
tigate even microstructural changes in GM (not only WM)
[15,16]. With the development of DTI technology, it can be
used to show the direction of fasciculus in the WM of the
brain, which is the only non-invasive imaging method that
can show the fasciculus in vivo [17].

There are some common metrics that can reflect the
brain microstructure in DTI, such as fractional anisotropy
(FA), mean diffusivity (MD), axial diffusivity (DA) and ra-
dial diffusivity (RD). FA represents the directivity of water
molecular dispersion and can reflect the maximum possi-
ble arrangement direction of WM tracts. The FA value is
higher in WM, close to 1, while it is close to 0 in cere-
brospinal fluid. MD represents the overall dispersion of
water molecules. DA represents the degree of dispersion
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Fig. 1. The TBSS images of the DTI metrics (i.e., FA, MD, DA, RD) in horizontal slices of brain. Each column represents the
different Z-axis value from Z = 60 to Z = 110. Significantly decreased FA and significantly increased MD, DA, RD in ADs versus
HCs (Green: the skeleton, Blue: p < 0.05 with FWE corrected, red: p < 0.01 with FWE corrected). FA, fractional anisotropy; MD,
mean diffusivity; DA, axial diffusivity; RD, radial diffusivity; TBSS, Tract-based spatial statistics; DTI, Diffusion tensor imaging; AD,

Alzheimer’s disease; HC, healthy control, FWE, family-wise error.

of water molecules along the main direction. RD represents
the dispersion of water molecules in the other two directions
[18,19]. For further understand the pathological mecha-
nisms of WM tracts’ change, tract-based spatial statistics
(TBSS) method has been applied to research the microstruc-
tural of WM [20]. In recent years, machine learning-based
neuroimaging technology for AD diagnosis and disease de-
velopment has become a research hotspot [21-24]. As a
widely used supervised learning method, support vector
machine (SVM) shows good advantages in solving small
sample, nonlinear and high-dimensional pattern recognition
problems [25-28].

Here, we aimed to analyze research microstructural
difference of WM and predict the accuracy between ADs
and HCs. Therefore, the TBSS and SVM method will be
used in our study. Specifically, we combined with differ-
ent kind of DTI metric together for improving classification
performance and rank the importance of the WM fiber tract.

2. Materials and Methods
2.1 Subjects

A total of 73 subjects from Alzheimer’s Disease Neu-
roimaging Initiative Grand Opportunities/phase 2 (ADNI-
GO/2) database (http://adni.loni.usc.edu/) [29] were col-
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lected for this study. As everyone knows, the ADNI dataset
has the multi-site nature which characterized by different
scanners and acquisition protocols, can have an impact on
DTI data such as noise and bias. However, harmonization
methods already applied on ADNI DTI data in other studies
[30,31] could fix this issue in the future. Before scanning,
the subjects undergo cognitive and behavioral assessments.
Statistical analysis of basic information in Table 1 is com-
pleted in SPSS 22.0 (IBM Corp., Armonk, NY, USA). The
Table 1 display p-values and t-value for two sample #-tests
for each sample characteristic except for gender, which dis-
plays p-values and chi square value from a Chi square test.

2.2 Image Acquisition

All subjects are scanned through a 3T GE MEDICAL
SYSTEMS scanner (General Electric company, Boston,
MA, USA). A whole brain diffusion MRI (dMRI) SE-EPI
(spin-echo echo-planar imaging) is acquired with the fol-
lowing parameters: echo time (TE): 68.3 ms, repetition
time (TR): 13,000 ms, Slice Thickness: 2.7 mm, Field
Strength: 3.0, Flip Angle: 90 degree, 128 mm x 128 mm
matrix size, b-value: 1000 s/mm? (41 non-collinear direc-
tions) and 5 images with no diffusion weighting.

&% IMR Press
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Fig. 2. Feature ranking with SVM-RFE and LOOCY selection of the best number of features. Each subgraph represented the
cross validation score corresponding to the number of features selected for 15 kinds of single metric or multi-metric. The best feature
dimensions are shown in a rectangular box at the bottom right of each subgraph for each kind of diffusion metrics. SVM-RFE, support

vector machine recursive feature elimination; LOOCYV, leave-one-out cross validation.
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Table 1. Demographic characteristics of the ADs and HCs.

Chi2/
ADs (n = 37) HCs (n = 36) p-value
t-value
Gender (male:female) 25:12 19:17 0.197 1.667
Age (years) 74.81 +£8.99 73.28 + 6.19 0.398  0.85

MMSE 23.38 +1.98 28.81 + 1.56 <0.001 —-12.984
CDR 4.55+1.43 0.03+£0.12 <0.001 19.153

Data is mean =+ standard deviation. Columns on the right display

p-values and t-value for two sample ¢-tests for each sample charac-
teristic except for gender, which displays p-values and chi square
value from a Chi square test. MMSE, Mini-Mental State Examina-
tion; CDR, Clinical Dementia Rating; AD, Alzheimer’s disease; HC,
healthy control.

2.3 Data Processing

Currently, PANDA (A Pipeline for Analysing Brain
Diffusion Images) [32] is commonly used to process DTI
data. PANDA software package is based on Linux op-
erating system (Ubuntu 21.04, Canonical, London, UK)
and Matlab software (MATLAB 9.7, MathWorks, Nat-
ick, MA, USA). In addition, PANDA’s underlying com-
mands invoke Functional magnetic resonance imaging of
the brain (FMRIB) Software Library (FSL) tools [33], Dif-
fusion Toolkit [34], Pipeline System for Octave and Mat-
lab (PSOM) [35], and MRIcron tools (https://people.cas.sc.
edu/rorden/mricron/install.html). The preprocessing steps
mainly include: (1) converting Digital Imaging and Com-
munications in Medicine (DICOM) data to Neuroimaging
Informatics Technology Initiative (NIFTI) format; (2) head
movement and eddy current correction; (3) brain tissue was
removed by Brain Extraction Tool (BET); (4) DTI metrics
(i.e., FA, MD, DA, RD) calculation with non-linear fitting
algorithm.
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2.4 TBSS Analysis

The tract-based spatial statistics (TBSS) can fully re-
flect the microstructural changes of the whole brain WM
and the skeletonized data processing method can obtain
high accuracy without smoothing [20]. All subjects’ FA
maps were nonlinearly alignedtoa 1 x 1 x 1 mm standard
space in Montreal Neurological Institute (MNI152) coor-
dinates, using FSL FNIRT and FMRIB58 FA as template
image. A template skeleton derived from the FMRIB58 FA
(50 core regions are listed in Table 2 (Ref. [36])) was used
for the analysis. This skeleton set a thresholds with 0.2 and
individual FA data were projected into it for every subject.
According to the standard TBSS workflow, data were en-
tered into voxel-wise statistics to test for the group compar-
isons: HCs versus. ADs. The tool “randomize” was uti-
lized by setting 5000 permutations and statistical threshold
of p < 0.05 or p < 0.01. The threshold-free cluster enhance-
ment (TFCE) was adopted as a correction for multiple com-
parisons. The result of comparison among groups of each
parameter diagram overlaid on the FMRIB58 FA template
via FSLEYES tool and used the WM tracts atlas carried by
FSL for recognizing the discrepant area which had statisti-
cal significance. In addition, in order to visually view the
discrepant condition of the same WM tract between groups,
the TBSS mapping had converted to corresponding cluster
size table via cluster locater tool in PANDA.

2.5 SVM Method and Analysis

The machine learning algorithm used in this study
comes from Python’s scikit-learn library [37]. The present
application demonstrates that SVM was very good at min-
ing information features [38]. Different type of SVM such
as linear, non-linear with different kernel, SVM with re-
cursive feature elimination (RFE) or regularization were
applied to classify different disorders. In this paper, lin-
ear support vector machine recursive feature elimination
(SVM-RFE) [39] was used to obtain the feature weight
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Table 2. The rICBM-DTI-81 White Matter Parcellation Map (WMPM) FMRIBSS atlas.

rICBM-DTI-81 WMPM FMRIBS58 atlas [36]

Middle cerebellar peduncle MCP
Splenium of corpus callosum SCC
Genu of corpus callosum GCC
Medial lemniscus.R ML.R
Corticospinal tract.R CT.R
Superior cerebellar peduncle.R SCP.R
Inferior cerebellar peduncle.R ICPR
Cerebral peduncle.R CPR
Posterior limb of internal capsule.R PLIC.R
Anterior limb of internal capsule.R ALIC.R
Retrolenticular part of internal capsule.R ~ RPIC.R
Posterior thalamic radiation.R PTR.R
Superior corona radiata.R SCR.R
Anterior corona radiata.R ACR.R
Posterior corona radiata.R PCR.R
External capsule.R ECR
Sagittal stratum.R SS.R
Hippocampus gyrus.R HG.R
Cingulate gyrus.R CG.R
Stria terminalis.R ST.R
Superior fronto-occipital fasciculus.R SFOF.R
Superior longitudinal fasciculus.R SLF.R
Uncinate fasciculus.R UF.R
Inferior fronto-occipital fasciculus.R IFOF.R
Tapetum.R TAP.R

Pontine crossing tract PCT
Column and body of fornix CBF
Body of corpus callosum BCC
Medial lemniscus.L ML.L
Corticospinal tract.L CT.L
Superior cerebellar peduncle.L SCP.L
Inferior cerebellar peduncle.L ICPL
Cerebral peduncle.L CPL
Posterior limb of internal capsule.L PLIC.L
Anterior limb of internal capsule.L ALIC.L
Retrolenticular part of internal capsule.L ~ RPIC.L
Posterior thalamic radiation.L PTR.L
Superior corona radiata.L SCR.L
Anterior corona radiata.L ACR.R
Posterior corona radiata.L PCR.L
External capsule.L EC.L
Sagittal stratum.L SS.L
Hippocampus gyrus.L HG.L
Cingulate gyrus.L CG.L
Stria terminalis.L ST.L
Superior fronto-occipital fasciculus.L SFOF.L
Superior longitudinal fasciculus.L SLF.L
Uncinate fasciculus.L UF.L
Inferior fronto-occipital fasciculus.L IFOF.L
Tapetum.L TAPL

ranking that could best distinguished ADs and HCs. The
SVM-RFE method could gradually minimize superfluous
and irrelevant features [40]. The SVM-RFE method elimi-
nated useless features one by one during each recursive pro-
cess and had been successfully applied to feature selection
in several functional neuroimaging studies [41,42]. In addi-
tion, the leave-one-out cross validation (LOOCV) method
was used for cross validation [43]. In this process, for each
selected number of features, N classifications were made
(where N corresponds to the number of subjects). The mean
value of N classification accuracies was similar to the clas-
sification accuracy of corresponding feature numbers in the
training data set.

The result of classification is the mean accuracy, sen-
sitivity and specificity. Sensitivity is the percentage of sam-
ples that are actually positive that are judged to be positive.
It is calculated as the ratio of true positive (TP) divided by
true positive (TP) + false negative (FN) (actually positive
but judged negative). Specificity refers to the proportion
of samples that are actually negative that are judged to be
negative. It is calculated as the ratio of true negative (TN)
divided by true negative (TN) + false positive (FP) (actu-
ally negative but judged positive). Accuracy is expressed
by the percentage of the total number of TP and TN in the
number of subjects. For a more complete understanding
of the classifier’s performance, sensitivity, specificity, and
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overall accuracy should be reported. Another very com-
mon method of reporting binary classifier results is to plot
a receiver operating characteristic (ROC) curve [44]. ROC
curve is a complete image of classifier performance pro-
vided by setting classification threshold value, in which, the
horizontal coordinate represents false positive rate (FPR)
(i.e., 1-specificity), and the vertical coordinate represents
true positive rate (TPR), i.e., sensitivity. It is always desir-
able to have a numerical value to indicate whether a clas-
sifier is good or bad. The area under ROC curve (AUC) is
the size of the area below the ROC curve. Typically, AUC
values range from 0 to 1, with a larger AUC representing
better performance. AUC is a standard used to measure the
quality of a classification model [45].

3. Results
3.1 Statistical Analysis

There are no significant differences (p > 0.05) in age
and sex between ADs and HCs (See Table | for group
characteristics). It shows that ADs have a lower score of
Mini-Mental State Examination (MMSE) but higher score
of Clinical Dementia Rating (CDR) than HCs. The gender
and age were regressed as covariables.

As shown in Fig. 1 and Table 3, compared with HC
group, FA values of several WM regions in AD group de-
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creased, and the WM fiber with the most significant differ-
ence was ACR.L (cluster number >100, p < 0.01, FWE
corrected).

Table 3. Difference of diffusion metrics of the WM tracts
distribution in ADs versus HCs.

ADs versus HCs cluster size

WM tracts

FA MD DA RD
GCC 967 993* 670 1072%*
BCC 1507  2163*  1367* 2299%*
SCC 2063 2155%  1553* 2428%*
CBF - - 140 140
CPR 299 - - 189*
ALIC.L - 151 175 -
PLIC.R 264 169 184%* 136
PLIC.L - 178 216* -
RPIC.R - - 393* -
RPIC.L - - 237* -
ACR.R 958 1251* 520%* 1328%*
ACR.L 1095*  1329%  444* 1414*
SCR.R 475 1520%  1472%* 1014*
SCR.L 234 1390*  1292* 681*
PCR.R 388 650 671%* 539*
PCR.L 121 538%* 608* 349*
PTR.R 721 186 167 673%*
PTR.L 636 389%* 197* 674%*
SS.R 211 229 - 293%*
SS.L 205 191 - 402*
EC.L - 169 113 -
CG.R 296 199 - 288
CG.L - 129 - -
HG.R 175 - - 175%*
ST.R 176 - - 178%*
ST.L 199 - - 193*
SLE.R 773 1460 1028* 1288%*
SLE.L 472 1161%* 974* 1012*
IFOF.R 117 213 - 183
IFOF.L 106 260%* - 255%

Note: The numerical value showed above represent
the cluster number >100, p < 0.05, FWE corrected.
The numerical value marked with an asterisk (¥) rep-
resent the cluster number >100, p < 0.01, FWE cor-
rected. WM, white matter; FA, fractional anisotropy;
MD, mean diffusivity; DA, axial diffusivity; RD, radial
diffusivity.

Similarly, compared with HC group, MD values of
several WM regions in AD group increased, and the WM
fiber with the most significant difference were GCC, BCC,
SCC, bilateral ACR, bilateral SCR, PCR.L, PTR.L, SLF.L,
IFOF.L (cluster number >100, p < 0.01, FWE corrected).

Similarly, compared with HC group, DA values of
several WM regions in AD group increased, and the WM
fiber with the most significant difference were BCC, SCC,
bilateral PLIC, bilateral RPIC, bilateral ACR, bilateral
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SCR, bilateral PCR, PTR.L, bilateral SLF (cluster number
>100, p < 0.01, FWE corrected).

Similarly, compared with HC group, RD values of
several WM regions in AD group increased, and the WM
fiber with the most significant difference were GCC, BCC,
SCC, CP.R, bilateral ACR, bilateral SCR, bilateral PCR, bi-
lateral PTR, bilateral SS, HG.R, bilateral ST, bilateral SLF,
IFOF.L (cluster number >100, p < 0.01, FWE corrected).

3.2 Feature Selection and Classification Accuracy

The best number of features of 15 kinds of single met-
ric or multi-metric had been drawn in the corresponding
rectangular frame through the SVM-RFE and LOOCV. The
X-axis value corresponding to the curve peak value was the
best feature dimension.

Combined with Fig. 2 and Table 4, it could be found
that FA+MD+RD received the highest accuracy which in-
creased from 67.12% to 100% among all kinds of DTI met-
rics while its optimal feature dimension was not the mini-
mum. Through SVM-RFE approach, the accuracy, sensi-
tivity and specificity of classification received some mea-
sure of improvement. For some kinds of multi-metric, the
penalty factors had been adjusted which marked with an as-
terisk in order to improve the classifying quality.

In order to investigate the weight distribution of dif-
ferent WM tract and the percent of different DTI metric on
each WM tract, Fig. 3 was computed to depict the WM tract
for which could classify the ADs from HCs.

These ROC curves in Fig. 4 showed the classifier per-
formance of different kind of DTI metric combined ap-
proach, computed from 5-fold cross-validation. Taking all
of these curves, it was possible to calculate the AUC, and
intuitively find the improvement of the classifier output per-
formance. From above it could be found that the ROC curve
which computed from FA+MD+RD received a high classi-
fier output quality since it had a perfect AUC.

4. Discussion

In our study, two aspects were mainly researched: sta-
tistical analysis of DTI data and classification. The subjects
were firstly preprocessed using PANDA tool. Then the sta-
tistical analysis was operated by TBSS and classification
process was conducted by SVM method.

Relevant literatures showed that the association fiber
and limbic system were the most reported abnormal re-
gions in the WM tracts of AD [46—48]. Cingulate was the
association fiber between cingulate gyrus and other brain
structures. Its integrity might directly relate to the emo-
tion and cognitive function in AD patients. In our study,
FA value of the right cingulate gyrus in ADs obviously de-
creased compared to HCs that was agreed with previous re-
searches [49,50]. In addition, association fiber contacted
with part cortex of the ipsilateral hemisphere, FA value of
bilateral sagittal stratum, superior fronto-occipital fascicu-
lus and superior longitudinal fasciculus in ADs decreased
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Table 4. Classification accuracy, sensitivity and specificity of multiple diffusion metrics.

. . . . . Accuracy/% Sensitivity/% Specificity/%
Diffusion metrics Optimal feature dimensions
Before After  Before  After  Before After
FA 40 75.34 89.04 75.68 89.19 75.00 88.89
MD 4 64.38 79.45 65.71 78.95 63.16 80.00
DA 5 64.38 82.19 65.71 83.33 63.16 81.08
RD 6 68.49 91.78 66.67 91.89 70.97 91.67
FA + MD 5 7123 86.30* 7222  90.91*  70.27 82.5%
FA + DA 75 78.08 90.41 78.38 94.12 77.78 87.18
FA +RD 5 72.60 89.04 71.79 89.19 73.53 88.89
MD + DA 2 69.86 79.45 71.43 82.35 68.42 76.92
MD + RD 67.12 93.15 66.67 94.44 67.65 91.89
DA +RD 69.86 87.67 71.43 88.89 68.42 86.49
FA + MD + DA 86 75.34 93.15 77.14 97.06 73.68 89.74
FA +MD + RD 41 67.12 100 66.67 100 67.65 100
FA + DA +RD 2 72.60  83.56* 7429  87.88*%  71.05 80*
MD + DA +RD 2 72.60 79.45 75.76 82.35 70.00 76.92
FA + MD + DA +RD 9 7397 91.78*  76.47  97.06*  71.79 87.5%

The numerical value marked with an asterisk (*) represent a parameter optimization: FA + MD: C = 0.1; FA + DA + RD:
C=0.02; FA + MD + DA + RD: C =0.1. The default C value is 1 and C represent penalty factor.

compared with HCs that was agreed with Teipel’s research
[51]. Correlational study found superior fronto-occipital
fasciculus influenced visual spatial processing and memory
function [52]. The damage of superior longitudinal fasci-
culus might involve spatial working memory and linguistic
function [53]. The decrease of these functions was reflected
on ADs than related to our research results. Optic radiation
was the central neurons of visual pathway so that its lesion
would lead to defect of field vision. In our study, decrease
of FA value of posterior thalamic radiation in ADs hinted
the damage of visual performance [54]. Wang et al. [55]
based on TBSS with multi-parameter found that bilateral
hippocampus gyrus existed obvious abnormal in ADs and
patients with mild cognitive impairment (MCls), including
the decrease of FA value and increase of RD value, espe-
cially the right hemisphere in which was most significant.
While our study found the difference just exists in the right
hippocampus gyrus. MD value increased when the tissue
damage. Increased MD and decreased FA were found in
the corpus callosum that was agreed with previous research
[56]. The corpus callosum was a bundle of fibers connect-
ing the right and left hemispheres of the brain. On the basis
of previous researches, the anterior part of the corpus callo-
sum was connected to the prefrontal cortex and was associ-
ated with the sense of motivation [57].

Therefore, our results suggested that communication
disorders between brain structures might be related to ap-
athy symptoms of ADs [58,59]. Moreover, the particular
pattern of association between severity of apathy and corpus
callosum integrity might reflect slower initiation and longer
response times for tasks involving hemispheric metastasis
or interregional integration in apathetic ADs. Previous re-
sults had demonstrated increased MD in most lobar regions
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of ADs, including frontal lobes [56], temporal lobes [56],
parietal lobes [60], and occipital lobe [60]. DA and RD also
increased in addition to FA and MD. However, the relevant
research for DA and RD was little. Our findings suggested
that DA and RD might be a useful biomarker in identifying
HCs and ADs.

After the SVM-RFE method, each kind of DTI met-
ric received the optimal feature dimensions that listed in
Table 4. Obviously, the majority of diffusion metrics re-
ceived optimal effect after dimensionality reduction. In
addition, the accuracy, sensitivity and specificity of each
kind of diffusion metrics were improved via the SVM-RFE
method. Several kinds of multi-metrics were further im-
proved by adjusting the penalty factor C value. Table 4
showed that the FA+MD+RD metric received the best clas-
sification accuracy. For further investigated the effect of
feature weighting on classification performance, Fig. 3 had
been drawn to show the feature weighting distribution of
WM tracts by the summation of all combined approaches.
The feature weighting of CBF, HG.L and RPIC.L exceed
0.6 while that of ML.R, ALIC.R and PCR.R almost zero.
It was also found that the rank of significance of diffusion
metrics was FA > DA > MD > RD. In order to visually
evaluate classifier output quality, The ROC curve and AUC
were depicted from before and after the dimension reduc-
tion. Fig. 4 showed that the AUC increased after the SVM-
RFE method. The results ulteriorly verified the effective-
ness of the dimension reduction.

5. Conclusions

In this paper, we introduced multi-metrics measures
to identify the difference between HCs and ADs based on
TBSS method. The corona radiata, corpus callosum and
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Fig. 4. Different DTI metric of ROC curve to evaluate classifier performance by 5-fold cross-validation. The ROC curve with dotted
line represented the AUC before SVM-RFE and the ROC curve with solid line represented the AUC after SVM-RFE. (a—o) represented
the ROC curve and AUC for 15 kinds of DTI metric through combined approach, respectively. ROC, receiver operating characteristic;

AUC, area under curve.

superior longitudinal fasciculus were the WM fiber tracts
which mainly suffered the severe damage in ADs. Inter-
group classification was completed by SVM-RFE method.
Multi-metrics combination would improve the classifica-
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tion performance compared with single diffusion metric.
We also depicted the feature weighting distribution of WM
tracts for each kind of DTI metric in order to research which
WM fiber tract played an important role on classification.
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In addition, the ROC curve and AUC could evaluate classi-
fier output quality for each kind of diffusion metric.

There were several limitations to this research. First,
small sample size would affect the reliability of classifica-
tion results. Although our research used SVM model to dis-
tinguish AD group from HC group, it needed to be further
verified on a larger sample to reinforce the current results
and ensured that it had strong generalization ability. Deep
learning could be combined if necessary. Another limita-
tion was that the MCI group was absent from this study.
MCI was known as a transition stage from health status to
AD. It was necessary to include MCI in future studies to un-
derstand which features develop gradually over the course
of the disease evolution and to reveal the degenerative pat-
tern of the pathological mechanism of AD.
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Abstract: In this paper, we explore the mechanisms of central pattern generators (CPGs), circuits
that can generate rhythmic patterns of motor activity without external input. We study the half-center
oscillator, a simple form of CPG circuit consisting of neurons connected by reciprocally inhibitory
synapses. We examine the role of asymmetric coupling factors in shaping rhythm activity and how
different network topologies contribute to network efficiency. We have discovered that neurons with
lower synaptic strength are more susceptible to noise that affects rhythm changes. Our research high-
lights the importance of asymmetric coupling factors, noise, and other synaptic parameters in shaping
the broad regimes of CPG rhythm. Finally, we compare three topology types’ regular regimes and
provide insights on how to locate the rhythm activity.

Keywords: rhythm activity; topology; noise; robustness; central pattern generator

1. Introduction

Central pattern generator (CPG) is a microcircuit of neuron network that can generate multi-rhythm
pattern sequences spontaneously without any external information input [1,2]. It controls motor behav-
iors such as swimming [3,4], walking, breathing, heartbeat, and more [2,5-7]. Recently, Marder et al.
made a well-summarized study about CPG and put forward new insights on small rhythmic circuits [8].
CPQG is characterized by the robustness and flexibility of the neuronal network in rhythmic activity.

There have been numerous studies examining the working mechanisms of CPGs from both theo-
retical and experimental perspectives [9-16]. However, achieving flexibility and robustness in CPGs
remains not fully understood. Coordination of motor rhythms can be better achieved through the
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connection between CPGs, which may form an attractor. Each attractor determines a rhythmic behav-
ior [17,18]. Some researchers have proposed a rhythmic pattern for human arm movement, indicating
that humans also possess a higher level of CPG in their central nervous system. Research on the reasons
for these characteristics of CPGs is still ongoing, and it remains unclear how CPGs achieve the robust-
ness and flexibility required for the collaborative implementation of essential rhythm patterns [19].
Thus, discussion on the rhythmic activity pattern of CPGs is still active [20,21]. Some models are
based on Hodgkin-Huxley (HH) neurons, while others are non-periodic neural oscillation models.
Theoretical researchers have revealed the hidden internal mechanisms of CPGs from the perspective
of dynamics [13,22]. Collens et al. have revealed a mutually inhibitory tri-neuron neural network that
explains the emergence, disappearance, and stability of neuronal rhythm with the change of synaptic
parameters [22]. Lu et al. [23, 24] have studied the synchronization and resonance of small-world net-
works based on CPGs and proposed integer and fractional models based on the working mechanisms
of CPGs. Recent research by Zang and Marder in PNAS (2023) demonstrates that how the spatial
morphology of neurons can significantly impact the firing patterns of the CPG circuit [25]. The firing
mechanism of neuronal rhythm is known to vary according to several studies [26-28]. However, it
is still unclear whether this diversity in neuronal rhythm implies a diversity of CPG circuit function.
A crucial question is whether the same CPG circuit can produce multiple motor behaviors, making it
multifunctional [29,30]. The generation of motor behavior depends on the modulation of a variety of
motor rhythms, making it necessary and important to study rhythm diversity in order to understand the
function of CPG.

Studying small circuits is crucial to understanding CPG. Typically, these circuits are half-center
oscillators (HCO), the smallest building unit that consists of groups of neurons that inhibit each
other [31,32]. HCO circuits are considered the easiest to identify. The firing patterns of HCOs may
also be influenced by neuronal phase response curves, as indicated in the work by Zang et al. [33].
The synchronization of two neurons has been explored by researchers [34,35]. They have analyzed
how neuronal parameters affect the network activity of HCO, which in turn affects motor control [36].
Researchers have also analyzed the effect of changes in system parameter space on the robustness of
the HCO bursting model [37,38]. Noise, the robustness of HCO, and sensory feedback are closely
related [39,40]. However, the effect of synaptic conductance on HCO rhythm patterns still needs to be
analyzed. Inhibition of connection can improve the stability of CPG, and we will explore how changes
in the rhythm pattern of HCO and tri-neuron CPG occur with the system parameter regime. We will
also examine the effects of synaptic conductance and noise on CPG rhythm patterns.

In this study, we investigate the origin of the flexibility and robustness of CPGs as well as the impact
of synaptic conductance on the network rhythm. We examine three different topological modes where
each neuron has at least one connection to the other member of the CPG. Our findings demonstrate
that diverse rhythm patterns exist in Patterns B and C, as shown in Figure 3. These results are based
on the functional characteristics of CPG network structures, which are classified as “open” and “non-
open” and were studied by Huerta et al. These findings are also consistent with certain biological
principles [41]. Rhythmic motor patterns are associated with diseases such as spinal cord injury and
can be easily studied quantitatively. Therefore, the study of CPG rhythm can significantly contribute to
the development of disease diagnosis and the advancement of intelligent science. For example, Mader
et al. (2001) elaborated that CPG can contribute to the development of new therapeutic methods in
the recovery of spinal cord injury and summarized the mechanism process of CPG [1]. The biological
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CPG principle and the establishment of spiking neural network [42—45] inspire the development of
intelligent science.

The paper is structured as follows. In Section 2, we describe the materials and methods we used
in building CPG, including the HH neuron model. Then, in Section 3.1, we illustrate how the rhythm
pattern of HCO is regulated by synaptic strength and noise. In Section 3.2, we investigate CPG rhythms
in other topologies. Finally, we present the discussion and conclusion in Section 4.

2. Materials and methods

2.1. Neuronal model and dynamics

In our CPG, each interneuron is modeled by a Hodgkin—Huxley (HH) model. This microcircuit
captures the dynamics by a single compartment, which is described by the following differential equa-
tions [28,46,47]:

C av I Ix — 1 1

m—3, = “TANa — —dreak T 1D,

gl’ N K Leak D
4 @.1)
dt T,
dQ

Here, C,, denotes the neural membrane capacitance density (uF/cm?); V represents the membrane
potential (mV); the gating variable n of activated K™ channels, denotes the activation probability of
potassium ion channels; 7, is the time constant (ms); £(f) is Gaussian white noise; w and D are angular
frequency and noise intensity for forcing currents; Q(¢) is phase noise; and Iy, Ix, and I ., are sodium
ion current, potassium ion current, and leakage current. Their expressions are as follows:

Ing = gnaMo(V) (1 — 1) (V — Eng),
I =gxkn(V - Ex),

ILeak =4L (V - EL) ’

Ip  =Asin(Q(),

where the parameter gy, and gx are the maximal conductances (mS/cm?); Ey,, Ex, and E; are the
reversal potentials (mV); m., and n, are the steady-state of the ionic gating channels; and A is amplitude
for forcing currents. They are modeled using:

| |
Meo(V) = v+ 35)’”‘”(‘/) -

1 +exp (_T

V+36]'

1+exp[— 5

Specifically, we add a voltage-dependent linear control current (/) to this model, which is expressed
as follows.

dI_ 55
E—e(—SO—V). (2.2)

Now, ¢ is the feedback coefficient, and £ = 0.001 is used if not otherwise specified.
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Figure 1. Sequence diagram of interspike intervals of a single neuron for gx = 4.2nS and
7nS, as the change of parameter €.

By adjusting parameters, the HH model can reproduce the firing patterns observed in neurons, which
underlie their rthythmic properties in the CPG. Figure 1 displays the sequence diagram of interspike
intervals (ISIs) of a single neuron without noise. When gx = 4.2nS, the system undergoes period-
doubling bifurcation with the change of parameter &, leading to chaos. At this point, the system has
two period-doubling cascade paths, and the range of parameters that produce chaos broadens as &
increases. One period-doubling cascade path disappears around £ = 0.0145, while the other path has
an interspike interval remaining. As we will see below, the system displays the spiking mode when
&> 0.0145. When gx = 7nS, the system shows a bifurcation diagram that resembles the period-adding
cascade as parameters increase. There is still a bifurcation path from period-doubling to chaos. The
ISI diagram clearly shows three layers, which may contain deep neural information not captured by
the firing patterns of neurons. In the following section, we will present the firing sequence diagram for
the corresponding parameters of Figure 1.

In Figure 2, the left panel displays the time series for gx = 4.2nS (above Figure 1). When £ = 0.001,
the neuron model exhibits bursting, which corresponds to several ISIs shown in Figure 1. For £ = 0.005
and 0.0075, there are three and two ISIs respectively, represented by three spikings and two spikings
per bursting. When ¢ = 0.01, this extends to four ISIs, and although the firing pattern appears similar
to that of € = 0.0075, it has changed. At & = 0.0125, the system discharges chaotically, while at
e = 0.015, the firing is a single spiking. The right panel of Figure 2 displays the time series for
gk = TnS (below Figure 1). At ¢ = 0.01, the model discharge shows two ISIs. As the parameter varies
from 0.02 to 0.014, the discharge pattern of the model exhibits different chaotic discharges. In this
manner, by calculating the ISIs, we can observe the hidden information of the firing sequence.
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Figure 2. Time series diagram. Left panel gx = 4.2nS and parameter & from top to bottom
is 0.001, 0.005, 0.0075, 0.01, 0.0125, 0.015; right panel gx = 7nS and parameter £ from top
to bottom is 0.01, 0.02, 0.04, 0.08, 0.12, 0.14.

2.2. CPG based model

The inhibitory relationship between neurons is considered to be a key point in the generation of
rhythms. Our CPG models typically consist of two or three neurons. The most common structure de-
scribing firing rhythmic activities consists of two coupled neurons that inhibit each other (Figure 3A).
This structure is widely known as half-center oscillator and is symmetrically coupled through both in-
hibitory connections with g, and g,;. We will start off with the simplest network where two cells next
section. On this basis, we extended the number of neurons to three (Figure 3B,C). In three circuits,
neurons and inhibitory synapses (small black solid dots) form a hybrid microcircuit. And neurons are
labeled with different colors (blue, red and green) which correspond to the colors in the firing activ-
ities. The synaptic transmission contained in the CPG structure in Figure 3 are ionotropic synapses.
These synaptic are inhibitory synapses and are modeled using a first-order kinetic equations, which are
conductance-based type similar to previous studies [48—51]:

Ipre—>post = gpre%postHw(Vpre) (Vpre - Epre—>post) P
1
Hoo(vpre)

(2.3)

Vire — 9]'

1+exp [—
o

Here, V,,. is the presynaptic voltage, o = 1mV 1is the steepness, § = —60mV sets the value when the
function is semi-activated, E ., 5 15 the reversal potential, and g .05 1S the maximal conductance

(gij»i,j=1,2,3 & i # jin Figure 3).
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Figure 3. Three different topologies of mutually inhibited neuronalcircuits in this study. The
solid blue, green, and red circles represent neurons and are labeled as 1, 2 and 3, respec-
tively. These neurons are modeled by the HH model, see eqs 2.1 and 2.2. Black filled circles
represent inhibitory synapses and the model see eq 2.3. The conductance of the connection
between neurons is noted as g;;, i, j = 1,2,3 & i # j. This indicates that the synapse from
neuron i to neuron j.

For numerical integration of network system, the fourth-order Runge—Kutta algorithm was used
with a time step of 0.05ms. The total integration time length of each simulation run was 5000ms.
Simulations were implemented in Python 3.9.7 on PC with 12t Gen Intel(R) Core(TM) 17-12700H
2.30 GHz CPU.

3. Results

3.1. The rhythm activity of half-center oscillator

The discussion in this section is based on the reciprocal inhibition of two neurons, which we call
half-center oscillators (pattern A in Figure 3). The synchronous firing of neurons contains very impor-
tant neural information. Here we investigate the synchrony of half-central oscillator rhythm activity.
In Figure 4, we show the variation trend of synchronous firing with synaptic parameters of the model,
and we can see the roughly synchronous discharge pattern. Fixing the synaptic parameter o, we can
find that the reversal potential Ey,, has an intermittent effect on synchrony. The effect of the synap-
tic parameter o is more continuous than fixing it. The transversely separated bands are very distinct,
indicating that the synaptic reversal potential has a significant effect on synchrony. In the following,
we will select three appropriate sets of parameters to investigate the synchronization of half-central
oscillation according to the phase difference diagram shown in Figure 4. The three sets of parameters
are E;,, = —110mV, o = 1 (phase difference between 100ms and 200ms); Ey,, = —89mV, o = 1/2
(phase difference between 200 and 250ms); and E,,, = —61mV, o = 1/6 (phase difference between 0
and 50ms).
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Figure 4. The phase difference bifurcation diagram of the model firing under the change of
the bissynaptic parameters. o and E,, are two synaptic parameters. The smaller the value of
the phase difference, the closer it is to synchronization.

From the top of the Figure 5 (i.e., when the synaptic parameters are E,,, = —110mV and o = 1),
as the two-parameter synaptic conductance is changed, the phase difference of the neuronal membrane
potential exceeds 100 except near the diagonal. The diagonal is shown in dark blue, indicating that the
two neurons are perfectly synchronized. By simulating their discharge state, it can also be confirmed
that synchronization is achieved when the conductance parameters of the two synapses are equal. In
particular, in the small regime of two synaptic conductances close to zero and close to one, the area of
perfect synchrony is slightly larger. Dark purple indicates that the phase difference between the two
neurons is maximal. One interesting observation is that the bifurcation diagram of the phase difference
1s symmetric about the diagonal as the two-parameter synaptic conductance change.

When the synaptic parameters were changed to E,, = —89mV and o = 1/2, we obtained the
synchronous firing diagram of the half-center oscillator as shown in the middle of Figure 5. The
diagonal synchrony seems to be preserved as we can see from the figure. However, the discharge of the
diagonal is richer (The variety of the phase difference indicates the richness in the rhythm activity of the
half-central oscillator). The bifurcation diagram of the phase difference is still symmetric and we can
get a variety of differences in the phase difference depending on the color distribution of the pattern.
A variety of rhythm activities of the half-center oscillator can be realized, which makes it easier to
operate and transform the half-center oscillator. Furthermore, we can perform the rhythm control of
the half-center oscillator. Eventually, we may be able to achieve synchronous control of a half-central
oscillator. Synchronization does not necessarily require the two-parameter synaptic conductance to be
equal as can be seen from the bottom of Figure 5. Unlike in the previous two diagrams, the distinct
dark blue diagonals are missing, but the symmetry about the synaptic conductance is preserved. Here
the dark blue area is spread throughout the parameter bifurcation plane and the phase difference is
radially spread around the upper right corner, like a ripple of water. Based on the above analysis, small
synaptic conductance parameters may make it easier to achieve the synchronous rhythm of the half-
center oscillator, and synaptic parameters E,y, and o have significant effects on their synchronization.
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In the following, we will investigate the ISIs of each neuron in the half-center oscillator model with
different potassium conductance gx under the above three sets of parameters. The left panel of Figure 6
depicts the bifurcation diagram under the three groups of parameters when the conductance parameter
i1s 4.2nS . It can be seen from the figure that the rhythm activity in the half-center oscillator of the three
bifurcation graphs is not synchronous. The top is like a bifurcation process of inverse period-adding
and the discharge of the system is relatively stable. We can see that the discharge is very abundant from
the middle, especially when the € is between 0.01 and 0.015, which can be related to the middle of
Figure 5. The bottom shows the complex diversity of ISIs. Like the first two, ISIs are concentrated in
two layers and it is in a chaotic state. This corresponds to the bottom of Figure 5 and it is interspersed
with large phase differences dotted with dots. When the potassium conductance gx = 7nS, the ISIs for
the three sets of parameters are shown on the right panel of Figure 6. Compared with the left panel,
the ISIs have changed fundamentally. Neuron 1 in the half-center oscillator shows smaller ISIs than
neuron 2 shown at the top. In the middle, there is only one ISI in the former stage, and the chaotic ISIs
start to appear in the later stage. Therefore, the change in potassium conductance has a great influence
on the rhythm activity of the half-center oscillator.

We analyzed the bifurcation patterns and the ISIs patterns of the half-center oscillator to investigate
the rhythm activity when the potassium conductance is changed. Our research found that altering the
relative size of the two-parameter synaptic conductances could control the rhythm pattern of the half-
center oscillator. Different synaptic parameters such as E,,, and o can trigger very different rhythm
patterns. Figure 7 presents an example where we took E,,, = —110mV, o =1, g;» = 0.2nS, g1 =
0.8nS to investigate the HCO rhythm under different potassium conductances. It turns out that a
single spike on the left panel has branches that cause neuron 1’s ISIs to decrease when noise is added
to it. We looked at the bursts rhythm, spiking rhythm, and mixed mode rhythm in HCO. A large
number of discharge patterns can be implemented in HCO, especially when gx = 7nS, by adjusting
the asymmetric coupling factor. By comparing the rhythmic activity, we found that when g, is larger
than g,;, neuron 1 fires earlier than neuron 2, and vice versa. In other words, synaptic conductance
parameters can control the firing start time of neurons in HCO. Synapse conductance parameters can
also synchronize discharge patterns in HCO as shown in Figure 8 under different discharge modes
when the synaptic parameters are exactly equal. Different discharge mode synchronization will occur
under different conductances such as burst synchronization, spiking synchronization, and subthreshold
synchronization. We found that in HCO, the synchronization regime is likely to appear when the
synaptic conductance parameters are equal, but the synchronization state will also appear when the
synaptic conductance parameters are not equal. Synaptic parameters are required to participate in the
mediation of neuron firing in this case. The inequality of the two synaptic parameters will lead to
a rich rhythm pattern of HCO. The synchronization state disappears when noise acts on neuron 1.
When gx = 4.2nS, the rhythmic discharge of neuron 1 changes greatly, while the burster structure
of neuron 2 is stable. When gx = 7nS, the spiking of neurons is disturbed. In particular, when
gx = 47.4nS, only neuron 1, which was originally subthreshold began to discharge, while neuron 2
remained subthreshold.

Electronic Research Archive Volume 32, Issue 1, 686-706.

29



694

Eyo=—110, 0 =1, gg = 4205

1.0

0.8

0.6

g21

0.4

0.2

0.0

1.0

0.8

0.6

g2

0.4

0.2

0.0

1.0

0.8

0.6

g2

0.4

0.2

0.0

Phase difference

0.0 0.2 0.4 0.6 0.8 1.0
g1z

Figure 5. Phase bifurcation diagram as a function of asymmetric coupling factor. Synaptic
parameters: top (Ey, = =110, o = 1), middle (Ey,, = —89mV, o = 1/2), bottom (E,,, =
—-61mV, o = 1/6). Potassium conductance gx = 4.2nS. Here dark blue indicates gradual

synchronization, and dark purple is the largest phase difference.
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Figure 6. Sequence diagram of interspike intervals of half-center oscillators. The blue track
shows the ISIs of neuron 1, and the red track shows the ISIs of neuron 2. Synaptic parameters:
top (Ey, = —110mV, o = 1), middle (Ey,, = —89mV, o = 1/2), and bottom (E, =
—-61mV, o = 1/6). Left panel: potassium conductance gx = 4.2nS; right panel: potassium

conductance gx = 7nS.
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Figure 7. Sequence diagram of interspike intervals of half-center oscillators as potassium
conductance changes. Blue shows the firing sequence of neuron 1, red shows the firing
sequence of neuron 2. Synaptic conductance gj; = 0.2nS, g»1 = 0.8nS. The left panel: HCO
without noise, and the right panel: HCO with noise and parameters A = 5,D = 2, w = 0.5.
Here the noise only acts on neuron 1.

Subthreshold oscillation contains rich expression of neuronal information [52]. Here, subthreshold
oscillations of the half-center oscillator are shown in Figure 9. As you can be seen from the right
panel, Subthreshold oscillations alternate between neurons 1 and 2 in HCO, and subthreshold oscilla-
tions appear accompanied by small oscillations at lower membrane voltage values. The subthreshold
oscillations in neuron 2 are consistent with the current in synapse 2. A more detailed subthreshold
oscillation process can be found in the left panel, where the membrane voltage value of neuron 2 hov-
ers near the lowest center when subthreshold oscillation of neuron 1 begins. When neuron 1 ends
subthreshold oscillation, it continuously changes to hover around smaller membrane voltage values,
while neuron 2 begins subthreshold oscillation. This is how subthreshold oscillations of neurons 1 and

2 alternate.
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respectively. The left panel: HCO without noise, and the right panel: HCO with noise and
parameters A = 5, D = 2, w = 0.5. Here the noise only acts on neuron 1.
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Figure 9. Subthreshold firing phase diagram of half-center oscillator. The left panel is the
phase diagram. The right panel, from top to bottom, are the firing of neuron 1, firing of
neuron 2, and the current at synapse 2. gx = 46.4nS, g1, = 0.51S, g1 = 1.0nS, o0 = 1/5,
E, = —100mV.
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3.2. Sequentially inhibit the connected CPG rhythm pattern

This section discusses the patterns B and C (Figure 3) in a tri-neuron CPG. The time difference in
calculating its discharge sequence is significant by comparing the single neuron, half-center oscillator,
and tri-neuron CPG. The increase in the number of neurons will greatly reduce the computational effi-
ciency. In contrast, the increase in the number of synapses will also affect the computational efficiency,
but it is not as obvious as the increase in the number of neurons. Figures 10 and 11 show the discharge
pattern in pattern B (Figure 3) under two different synaptic conductance parameters while fixing the
potassium conductance gx = 4.2nS and two synaptic parameters Ey,,, = —110mV, o = 1. Pattern B
(Figure 3) is the sequential inhibition of connected neuronal circuits, g;; indicates the synaptic conduc-
tance that the ith neuron inhibits the jth neuron.
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Figure 10. The rhythm pattern is in the tri-neuron CPG. Blue, red, and green are the
membrane voltages of neurons 1-3, respectively. The synaptic conductance parameters are
g1 = 0.4nS, g3 = 0.6nS, g31 = 0.8nS. The corresponding display is pattern B (Figure 3).
The left panel: HCO without noise, and the right panel: HCO with noise and parameters
A =5,D =2,w = 0.5. Here the noise only acts on neuron 1.
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As can be seen from Figure 10, for this set of synaptic conductance parameters, members of CPG
exhibit different rhythm patterns than those in single neurons and half-center oscillators, which are
caused by synaptic coupling of neurons (left panel). If the discharge of blue neuron 1 is taken as the
starting point of the member in CPG, the typical CPG rhythm pattern is shown, that is, the discharge
order in CPG members is “blue-green-red” or “neuron 1-neuron 3-neuron 2”’. When the noise is applied
to neuron 1, we find that the firing of neuron 1 changes greatly and the firing of neurons 2 and 3
changes weakly.

When we change the synaptic conductance g, = 0.1nS in Figure 10, the rhythm pattern shown
in Figure 11 is obtained. At this time, the subtle shift in the discharge of members in CPG can be
controlled by adjusting the synaptic conductance g,. That is, the rhythm pattern control of such CPG
members can be realized and changes in synaptic conductance regulate the rhythm pattern of members
in CPG. When the noise is applied to neuron 1, the firing of neurons 2 and 3 changes weakly.

When the conductance of three synapses is equal, the members in CPG exhibit the same burst dis-
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charge in pattern B (Figure 3). In pattern B, we found a small rule that increased synaptic conductance
delayed the start time of postsynaptic neuron firing. When g3, is much smaller than g;,, neurons 3
and 1 tend to be in sync. Using this property, the firing synchronization of neurons in CPG can be
easily regulated and controlled.
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Figure 11. The rhythm pattern is in the tri-neuron CPG. Blue, red, and green are the
membrane voltages of neurons 1-3, respectively. The synaptic conductance parameters are
g1 = 0.1nS, go3 = 0.6nS, g3; = 0.8nS. The corresponding display is pattern B (Figure 3).
The left panel: HCO without noise, and the right panel: HCO with noise and parameters
A =5,D =2,w =0.5. Here the noise only acts on neuron 1.
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3.3. CPG rhythm patterns of reciprocal inhibition connections

In the same way, we also analyze the rhythm pattern of tri-neuron CPG, namely pattern C (Figure 3).
This pattern is a tri-neuron circuit composed of pairs of neurons that inhibit each other. Although it has
the same two discharge sequences as the members of CPG in pattern B (Figure 3), the discharge mode
of members in CPG is completely different from that of pattern B (Figure 3), as shown in Figure 12.
At this time, the discharge order of CPG members showed “neuron 1-neuron 2-neuron 3”, but the
membrane voltage sequence of neuron 1 is different from that of neurons 2 and 3. Unlike the Figure 10,
each member of the CPG behaves in the same discharge. That is, the reciprocal inhibition of the CPG
loop increases the diversity of the discharge activities of its members. In addition, we found that when
noise was stimulated to neurons 1-3 respectively, the stimulation of neuron 2 completely destroyed the
original CPG firing rhythm pattern. The reason may be that the synaptic conductance parameters of
neuron 2 are very small.

In particular, when the conductance of each synapse in the CPG is different (As shown in Figure 13),
the member of CPG named neuron 1 shows an burster firing pattern, while neurons 2 and 3 show a
mixed bursting pattern. The discharge activities of such CPG members are caused by completely
asymmetric coupling factor regulation. The results show that asymmetric coupling factors can strongly
regulate the discharge of neurons. Under these synaptic parameters, the firing rhythm pattern was
substantially altered when we stimulated neurons 1-3 with noise, respectively. This may be because
CPG at this synaptic parameter is in a critical state. The members of CPG show very rich discharge
activities in pattern C (Figure 3), not all of which are shown here. We also investigated the patterns of
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two other types of synaptic connections in which members also have different discharges, only two of
which are shown here.

Figure 12. The rhythm pattern is in the tri-neuron CPG. Blue, red, and green are the
membrane voltages of neurons 1-3, respectively. The synaptic conductance parameters are
g2 = 0.02nS, g3 = 0.2nS, g3 = 0.3nS, go1 = 0.3n§, g = 0.02nS, g13 = 0.2nS. The
corresponding display is pattern C (Figure 3). A) represents HCO without noise; B), C) and
D) represent HCO with noise and parameters A = 5,D = 2,w = 0.5. Here the noise only
acts on neuron 1 (B), neuron 2 (C), and neuron 3 (D), respectively.

Figure 13. The rhythm pattern is in the tri-neuron CPG. Blue, red, and green are the
membrane voltages of neurons 1-3, respectively. The synaptic conductance parameters are
g2 = 0.3nS, g3 = 0.51nS, g3; = 0.02nS, go1 = 0.02nS, g3, = 0.4nS, g13 = 0.6nS. The
corresponding display is pattern C (Figure 3). A) represents HCO without noise; B), C) and
D) represent HCO with noise and parameters A = 5,D = 2,w = 0.5. Here the noise only
acts on neuron 1 (B), neuron 2 (C), and neuron 3 (D), respectively.
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4. Conclusions

This paper first introduces the rich discharge properties of the single neuron model, which has been
used in our modeling. Second, the influence of asymmetric coupling factor and two synaptic param-
eters o and Ey, on the half-center oscillators discharge synchronization is discussed. We find that
synaptic parameters and noise together affect the discharge of two neurons in the half-center oscillator.
Asymmetric coupling factors modulate the rhythm activity in the half-center oscillator. We find that
the firing synchronization occurred not only at the diagonal, but also when the remaining two synap-
tic parameters o~ and E|y, are changed. Small synaptic conductance parameters may make it easier
to synchronize the half-center oscillator, and the synaptic conductance may control the discharge or-
der of neurons in the half-center oscillator. The interspike intervals diagram of two neurons in the
half-center oscillator is used to verify the firing synchronization under several fixed parameters. In
addition to the synaptic conductance parameters, the synaptic parameters o and E|y, can be adjusted
to increase the diversity of rhythm activity of the half-center oscillator. The synaptic conductance and
synaptic parameters together control its rhythm activities. The rhythms properties of CPG are regu-
lated by the potassium conductance value. The typical CPG modes and discharge synchronization of
three groups of different potassium conductance parameters are shown, which are bursting, spiking,
and mixed-mode oscillations (MMOs) respectively. It has been shown that noise can regulate the dis-
charge rhythm and synchronization of HCO. Finally, two typical pattern are discussed, and how the
asymmetric coupling factors regulate the discharge of members in CPG is analyzed.

The asymmetric coupling factor can adjust the discharge mode of CPG members, such as burst-
ing mode, spiking, and MMOs, to realize the control of rhythms activity in CPG. The phase diagram
explains the alternations between neuronal firing patterns and the effect of synaptic currents on mem-
brane potential. We simulated six connected modes, and only the discharge modes of members in
partial CPG of the three types were shown here. We find that the rhythm activity of neurons in pat-
terns B and C (Figure 3) were more abundant than those in single and half-center oscillators neurons.
Asymmetric coupling factors (synaptic conductance) can control the start time of postsynaptic neu-
ron firing, and the increase of synaptic conductance will delay the start time of postsynaptic neuron
firing. When potassium conductance gg is changed, the discharge of CPG members will be greatly
changed. For example, when gx = 7nS, the members of CPG show abundant spiking discharge mode
in pattern B (Figure 3). In the reciprocal inhibition CPG pattern C (Figure 3), when the potassium
conductance gx = 4.2nS and the synaptic conductance is equal, the members of CPG do not discharge
synchronously, which is different from the performance of pattern B (Figure 3). When the potassium
conductance gx¢ = 7nS and the synaptic conductance is equal, the discharge of the CPG members does
not spiking synchronously, which is a very interesting question but we have not shown the diagram in
detail here due to space constraints. That will be one of the things we will look at in the future. In
addition, we found that noise and synaptic strength together determine the robustness of CPG, and the
critical state of CPG rhythmic discharge is sensitive to noise. Furthermore, we have observed the same
noise had a greater effect on the rhythm changes of neurons with lower synaptic strength. That is, high
strength inhibition connection will improve the stability of CPG. Of course, the changes in synaptic
parameters can also regulate the discharge mode of CPG members, so these factors will jointly deter-
mine the discharge mode of CPG members. The influence of comprehensive factors will be the focus
and difficulty of our future research, and the rhythm activities of other members will also need to be
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investigated. Finally, synapse parameters will be integrated to control and realize the rhythm activity
of CPG.

Our study focused on the chemical synapses between neurons, while the electrical coupling between
them was not considered. However, in future studies, we will analyze the synergistic effects of both
electrical and chemical coupling in CPG as it can lead to very different rhythmic patterns. Our current
model demonstrates that synaptic conductance can influence the rhythm pattern of the tri-neuron net-
work and a change in the conductance can shift the members of the CPG into typical regular sequential
discharge mode. Our findings reveal a unique rhythm pattern in CPG, where neuron 1 exhibits chaotic
spiking while neurons 2 and 3 show regular bursting. This rhythmic activity and regular sequential
discharge pattern of the CPG is crucial for its flexibility, robustness, and ultimate realization of swim-
ming, walking, or other cognitive functions. The diversity of rhythm activities in CPG is essential
for its flexibility and robustness, which can resist interference from external information. Changes in
synaptic conductance and noise can produce a large number of different rhythm activities, making the
CPG less susceptible to external interference.

CPG rhythm patterns have been discovered in invertebrates (crustacean pyloric or gastric) and leech
heartbeats. These patterns are used to simulate the rhythm activity of the human central nervous sys-
tem, which in turn controls the rhythm of arm movement [17]. Additionally, CPG rhythm can help
in the diagnosis of various diseases. For instance, Mader et al. [1] have claimed that CPG can assist
in the development of therapeutic methods for the recovery of strong spinal cord injuries. Tassinari et
al. reviewed the relationship of central pattern generators with parasomnias and sleep-related epilep-
tic seizures and explained some epileptic seizures and parasomnias using the firing patterns of the
CPG [53, 54]. Therefore, studying the functioning principle of CPG rhythm activities is essential for
understanding related motor behaviors and achieving better motor control as well as improving dis-
ease diagnosis.
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Abstract: Half-center oscillators are typical small circuits that are crucial for understanding CPG.
The complex rhythms of CPG are closely related to certain diseases, such as epilepsy. This paper con-
sidered the influence of electromagnetic induction on the discharge mode of the half-center oscillators.
First, we analyzed the response of individual firing neuron rhythms to electromagnetic induction when
the slow-variable parameters vary. We also discussed the changes in the dynamic bifurcation structure
when the intensity of electromagnetic induction varies. Furthermore, we determined the effects of mu-
tually inhibitory and self-inhibitory synaptic parameters on the firing rhythm of the half-center oscilla-
tors. The different responses induced by electromagnetic induction interventions, showed that mutually
inhibitory synapses modulate the firing rhythm weakly and self-inhibition synapses have a significant
impact on firing thythm. Finally, with the change of synaptic parameter values, the combined effects
of autapse and mutually inhibitory synapses on the discharge rhythm of half-center oscillators were
analyzed in symmetric and asymmetric autapse modes. It was found that the synchronous state of the
half-center oscillators had a more robust electromagnetic induction response than the asynchronous
State.

Keywords: complex rhythm; half-center oscillators; synchronization; neuron model; electromagnetic
induction

1. Introduction
Central pattern generator (CPG) rhythms have been discovered in invertebrates such as crustacean

pyloric or gastric and leech heartbeats. CPGs are typical small circuits of neural networks, providing
a new perspective on how circuit dynamics depend on neurons and synapses. CPG can spontaneously
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generate multiple rhythmic patterns in the absence of external stimuli [1,2], and it is associated with
various motor behaviors, such as swimming and walking [3,4]. The characteristics of CPG are de-
scribed as the stability and robustness of the firing rhythm of neuronal small circuits. Recently, a large
amount of research has focused on the working mechanism of CPG from both theoretical and exper-
imental perspectives, providing a biological theoretical basis for the study of CPG-inspired rhythmic
motion control [5-8]. Still, only some have directly studied the discharge rhythm of CPG. However,
how to efficiently control and use the flexibility and robustness of CPG to guide research inspired by
it is still being explored. Some researchers believe that the connection of CPG forms attractors, and
each attractor corresponds to a rhythmic motor behavior [9]. Theoretical researchers have explained
the potential internal mechanisms of CPG from a dynamic perspective [10], revealing the mechanism
of the emergence, disappearance, and stabilization of neuronal rhythms in a tri-neuron network with
mutual inhibition under changes in synaptic parameters. Lu et al. investigated the synchronization and
stochastic resonance characteristics of small-world networks based on CPG [11]. Researchers have
studied the impact of transient input on neuronal firing using phase response curves [12, 13].

Recent studies have shown how the morphology of neurons can significantly affect the rhythmic
patterns of CPG circuits [14]. There are many studies on the mechanism of neuronal rhythm generation
[15—19], but it is unclear whether the different firing mechanisms of neurons mean the diversity of CPG
circuit functions. Can the same CPG circuit generate multiple motion behaviors, making its motion
functions diverse [20,21]. Research has shown that the generation of motor behavior depends on the
rhythmic modulation of CPG. One proposal suggests that the CPG rhythm pattern can simulate the
human central system’s rhythmic activity and control the arm movement rhythm [22]. In addition,
CPG rhythm patterns can improve the diagnosis of multiple diseases. For instance, Mader et al. [1]
explained that CPG can assist in developing therapeutic methods for the recovery of spinal solid cord
injuries. Tassinari et al. reviewed the relationship of central pattern generators with parasomnias and
sleep-related epileptic seizures. They explained some epileptic seizures and parasomnias using the
rhythm patterns of the CPG [23,24]. Therefore, studying the functioning principle of CPG rhythm
activities is essential for understanding related motor behaviors, improving motor control and disease
diagnosis. It is necessary to examine the diversity of rhythm patterns to understand the function of
CPG. The study of CPG rhythm patterns has recently been discussed [25, 26].

A half-center oscillator (HCO) is a unit composed of two neurons that mutually inhibit each other,
and studying the rhythmic pattern of HCO is crucial for understanding CPG [27,28]. Studying motion
control is facilitated by the easy identification of HCO rhythm patterns. Researchers discussed how
neuron parameters affect the rhythmic patterns of HCO to achieve motion control [29], and analyze
how the system parameter space changes the robustness of HCO rhythmic patterns [30]. Recently,
delayed half-center oscillator (DHCO) in-phase and antiphase dynamics behavior and the coexistence
of multiple routes leads to chaos was studied [31,32]. Noise closely affects the robustness of HCO
rhythm patterns [33], and the impact of electromagnetic induction on neuronal firing rhythms and
diseases such as epilepsy cannot be ignored [34,35]. Few people have paid attention to the effects of
electromagnetic induction and connection modes on the HCO discharge rhythm. Here, the synaptic
conductance parameters and the effects of electromagnetic induction on the HCO rhythm pattern are
analyzed. Mutual inhibitory neurons can improve the stability of HCO. Here, we explore the rhythmic
pattern of HCO under electromagnetic induction, and a model containing self-inhibitory synapses and
mutual inhibitory synapses is established. We examine the impact of electromagnetic induction and
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connection modes on the HCO rhythm pattern.

This study investigates complex rhythm and synchronization of HCOs under electromagnetic induc-
tion. First, the dynamic changes of individual neurons under electromagnetic induction are analyzed.
Moreover, we discuss the effects of mutual inhibition and self-inhibition synaptic parameters on the
rhythmic patterns of HCO and show their different responses to electromagnetic induction. The results
indicate that mutual inhibition has a weaker effect on the discharge rhythm than self-inhibition. The
study examines the impact of self-inhibition synapses, mutual inhibitory synapses, and electromagnetic
induction on the HCO rhythm pattern, both symmetrically and asymmetrically. It has been found that
the synchronous state of the HCO exhibits a more robust electromagnetic induction response than the
asynchronous state. Rhythm patterns are closely related to motor control. The research of rhythmic
patterns of small circuits contributes to the development of intelligent science. Intelligent science is
inspired by the principle of biological CPG and the establishment of spiking neural networks [36,37].

The paper is organized as follows. Section 2 presents the materials and methods we used to build
HCO, including the Hodgkin—Huxley (HH) neuron model. Then, Section 3.1 illustrates the rhythmic
discharge of HCOs with different synaptic coupling. Section 3.2 investigates the synchronization of
HCOs with different symmetric and asymmetric autapses. Finally, we have a discussion and conclusion
in Section 4.

2. Materials and methods

2.1. Neuronal model and dynamics under electromagnetic induction

In our CPG, each interneuron is modeled by a simplified HH model. Variable ¢ denotes the magnetic
flux across the membrane, and p(¢) represents the incremental memductance function of flux controlled
memristor [38], which is used to describe the coupling between membrane potential and magnetic
flux. The incremental memductance function is often described by p(¢) = a + 3B¢?, and a,p are
fixed parameters [38,39]. The term kp(¢)V could be viewed as induction current on the membrane as
follows:

o _ da@) _ dq(¢) dg

ar - de dt=P(¢)Vo=kp(¢)V-

This microcircuit captures the dynamics by a single compartment, which is described by the following
differential equations [17,34,40]:

dv
CmE =—Ing—Ix — Ipear + 1 + kp(ﬁb)V,
dn Neo — N
E B Th ’ 2.1
a1 80—V o
— =e(-80-V).
i kV -k
o’ =(kV - k).

Here, C,, denotes the neural membrane capacitance density (uF/cm?); V represents the membrane
potential (mV); the gating variable n of activated K* channels denotes the activation probability of
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potassium ion channels; the 4 variable (the formulations of Iy, in the original model) represents a
merged refractory variable (Na* inactivation and K* activation). It is replaced by 1 —# in the simplified
HH model. So, the n gate appears in the formulations of Iy,. T, is the time constant (ms); I is a voltage-
dependent linear control current; electromagnetic induction parameters are @ = 0.1, = 0.02,k; =
0.9,k, = 0.5; and Iy,, Ix, and I}, are sodium ion current, potassium ion current, and leakage current.
Their expressions are as follows.

Ine = gnameo(V) (1 =) (V — En,) ,
Ik = ggn(V — Ekg),
ILeak =8L (V - EL) )

where the parameters gy, and gx are the maximal conductances (mS/cm?); Ey,, Ex, and E; are the
reversal potentials (mV); and m,, and n., are the steady-state of the ionic gating channels. They are

modeled using:

Meo(V) = ! (V) = 1

V+35 V +36)
1 +exp|—— 1+exp|— 5

(a)

-50

=200

(b)

0 500 t 1000 1500

Figure 1. Time series diagrams of various variables in the neuron model under electromag-
netic induction. (a) The red trajectory represents the potential time series, the blue trajectory
represents the electromagnetic induction sequence diagram, and three-time series diagrams
are next to the green trajectory near the zero line. (b) The enlarged image near the zero
line in the Figure (a), where red represents p(¢), green represents the gating variable n, and
black represents the feedback current /. Electromagnetic induction parameters £ = 0.00002,
e =0.001.

First, we present a time series diagram of the neuron model under electromagnetic induction. It is
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found that the membrane potential of neurons exhibits a regular burster discharge pattern (in the Figure
1 red trace), and the time series of the electromagnetic induction parameter ¢ (in the Figure 1 blue
trace) and the peak time of the membrane potential sequence are synchronous. The electromagnetic
induction parameter ¢ affects the membrane potential of neurons at all times, although their amplitudes
differ. The neuronal membrane potential strongly responds to the fluctuations of electromagnetic in-
duction parameter ¢. We enlarge the green curve near the zero line in the Figure 1(a) to obtain Figure
1(b), where the green trajectory represents the time series of the gating variable; the black trajectory
represents the feedback current /, which is a slow regulating variable. The red trajectory shows the
sequence diagram of the electromagnetic induction term p(¢) changing over time. Figure 1(b) shows
that compared to the slowly regulated variable /, the change in the electromagnetic induction term is
weaker, but the regulation of the system variables does not weaken. Its impact on the system is equiv-
alent to adding external stimuli that change over time with a red trajectory and the membrane potential
time series displayed by the system under this external stimulus. Below, we will provide the trend of
the dynamic bifurcation diagram of the system as the electromagnetic induction parameters change.

@) 49 O
—~ H "" _ H\‘ .
\>E/ 0 | \\\ E 0 “‘ \\\\
= | — SupH = H ~— B SupH
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Figure 2. The bifurcation diagram of fast-slow dynamics varies with the electromagnetic
induction parameters. Red represents the phase trajectory; blue represents the maximum and
minimum values of the limit cycle; and green represents the equilibrium point curve. Here
LP represents the saddle-node, and supH represents the supercritical Hopf point. Parameter
e = 0.001; the electromagnetic induction parameters k are -0.000012, -0.000008, 0, 0.000005
(from (a) to (d)), respectively.

From the above analysis, we know that the neuronal system’s membrane potential strongly responds
to electromagnetic induction as an external stimulus. Here, we take the feedback current / of the system
as a slow variable and provide a bifurcation diagram of the system with the participation of electro-
magnetic induction. First, we can see that the system membrane potential exhibits burster discharge
with ten peaks per burster when the electromagnetic induction parameter k = 0 (in the Figure 2(c)).
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With k increased to 0.000005, the positive response of the system membrane potential to electromag-
netic induction leads to a significant increase in the number of peaks per burster (in the Figure 2(d)).
Based on the review about classication of bursters [15], here may show a Circle/Circle bifurcation
type. With k reduced to —0.000008, electromagnetic induction exhibits inhibition of action potential,
resulting in burster discharge of membrane potential with only 4 peaks appearing in each burster (in the
Figure 2(b)). When the electromagnetic induction k£ = —0.000012, the membrane potential exhibits 2
peaks per burster (in the Figure 2(a)). If the electromagnetic induction k further decreases, the system
membrane potential sequence will exhibit a single spiking.

(1) (b1)
S <
N =
2 ()
S g
s b s
(22 &3)
S S
£, £
- AN :
Ems Time (ms) Time (ms)

Figure 3. Time series diagram of membrane potential. The parameters & from top to bottom
are equal to 0.001, 0.005, and 0.01, respectively. On the left side is electromagnetic induction
intervention, parameter k = 0.00005; there is no electromagnetic induction on the right side.

Here, we investigate the dynamic changes in membrane potential discharge rhythm by adding elec-
tromagnetic induction under different slow variable parameters . In the Figure 3, we can see that
the discharge rhythm of the membrane potential exhibits a regular rectangular wave burster (in the
Figure 3(b1)) when the parameter £ = 0.001, and the discharge rhythm of the membrane potential ex-
hibits a parabolic burster when electromagnetic induction is added to the system (in the Figure 3(al)).
The number of peaks per burster significantly increases. When the parameter € = 0.005, the sys-
tem exhibits a regular burster discharge rhythm pattern, and the number of bursters within the same
time interval significantly increases (in the Figure 3(b2)), and the burster interval decreases. The ad-
dition of electromagnetic induction transforms the discharge rhythm of the membrane potential from
an initial irregular burster to a regular burster, and the number of peaks per burster increases (in the
Figure 3(a2)). The membrane potential of the system exhibits a periodic burster when the parameter
e = 0.01 (in the Figure 3(b3)), and two peaks appear in each burster, with a smaller burster interval
than the first two groups. Adding electromagnetic induction results in an irregular discharge rhythm of
the membrane potential. The system’s sensitivity increases with the addition of electromagnetic induc-
tion under this parameter (in the Figure 3(a3)). In summary, electromagnetic induction significantly
impacts the membrane potential rhythm of individual neurons.
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2.2. HCOs-based model

Figure 4. Connection diagram of an improved HCO with autapse (coupled system with
chemical synapse). The solid blue and green circles represent neurons and are labeled as
1 and 2, respectively. These neurons are modeled by the HH model; see Eq (2.1). Black
filled arrows represent inhibitory synapses; see Eq (2.2). The conductance of the connection
between neurons is noted as g;;, i, j = 1, 2. This indicates that the synapse is from neuron i to
neuron j.

Next, we will consider the improved firing rhythm of two neurons that mutually inhibit each other,
also known as HCOs. We have added two self-synapses of neurons here. Considering how the syn-
chronization of neurons changes with changes in two sets of synaptic parameters, we first examine
whether inhibition from autapse and mutual inhibition is consistent. Furthermore, we research HCOs
in both symmetric and asymmetric autapse modes. When only gi, is not 0 and only g;; or g, is not
0, we investigate the difference in the firing rhythm of neurons. The inhibitory relationship between
neurons is a crucial factor in rhythm generation. The most common structure describing firing rhyth-
mic activities consists of two coupled neurons that inhibit each other (in the Figure 4). This structure is
widely known as an HCO and is symmetrically coupled through both inhibitory connections with g;,
and g,;. We will start with the most straightforward network where two cells next section and extended
self-inhibition from neurons. Neurons are color-coded (blue and green) based on firing activity. The
synaptic transmission in the structure of the HCO 1n the Figure 4 is ionotropic synapses. First-order ki-
netic equations model these synapses, which are inhibitory and conductance-based, similar to previous
studies [41-44]:

Ipre—>p0st = gpre—>postch>(Vpre) (Vpre - Epre—>p0st) P
1

Heo(Vpre) .
p Vire — 0 (2.2)
1 +exp|———
o
Here, V), is the presynaptic voltage, o = 1mV is the steepness, § = —60mV sets the value when
the function is semi-activated, E ., posx = —110 1s the reversal potential, and g, o 18 the maximal

conductance (g;;, i, j = 1,2 in the Figure 4).
For numerical integration of network system, the fourth-order Runge—Kutta algorithm was used
with a time step of 0.05 ms. The total integration time length of each simulation run was 5000 ms.

Electronic Research Archive Volume 32, Issue 7, 4454-4471.

49



4461

Simulations were implemented in Python 3.9.7 on PC with 1274 Gen Intel(R) Core(TM) 17-12700H
2.30 GHz CPU.

3. Results

3.1. Rhythmic discharge of HCOs with different synaptic coupling
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Figure 5. The discharge rthythm of HCOs when there is only one synaptic conductance
change, i.e., when g, changes. Here, g;; = g»1 = g» = 0. The coupling conductance
parameters gy, from top to bottom are 0, 0.02, and 0.2, respectively. On the right side is no
added electromagnetic induction; on the left, there is added electromagnetic induction, and
the parameter k£ = 0.00005 only stimulates neuron 1. Blue represents the membrane potential
sequence of neuron 1, and green represents the membrane potential sequence of neuron 2.

The section discusses the reciprocal inhibition between two neurons, which are HCOs (in the Figure
4). The synchronous firing of neurons contains essential neural information. Here, we investigate the
synchrony of HCO rhythm activity. First, we investigate the firing rhythm when the synaptic conduc-
tance g, is not zero; only neuron 1 inhibits neuron 2. When g;, = 0, neurons 1 and 2 have a wholly
synchronized discharge pattern (in the Figure 5(b1)), which is reasonable. By changing g1, to 0.02 in
Figure 5(b2), it is found that the firing rhythm of neuron 1 does not change, while the firing rhythm
of neuron 2 gradually changed from the state of synchronous neuron 1 (the first two burster patterns)
to an asynchronous state, until it reached an asynchronous state. When g, = 0.2, the discharge mode
of neuron 1 remains unchanged, and the discharge modes of the two neurons directly exhibit a strictly
asynchronous state (in the Figure 5(b3)), with the burster mode states of neurons 1 and 2 alternating.
We obtain the firing rhythm on the left side of Figure 5 when only neuron 1 in the system adds elec-
tromagnetic induction. We can observe that the rhythmic pattern of neuron 1 under electromagnetic
induction is consistent under all three sets of coupled conductance parameters. Under weak coupling
conductance (g1, = 0.02), the rhythmic pattern of neuron 2 transitions to irregular discharge, meaning
that the discharge rhythm of neuron 2 is greatly affected by electromagnetic induction (in the Fig-
ure 5(a2)). At a relatively strong coupling conductance coeflicient (g;, = 0.2) (in the Figure 5(a3)),

Electronic Research Archive Volume 32, Issue 7, 4454-4471.

50



4462

the burster firing rhythm pattern of neuron 2 is strengthened. We can see a significant increase in the
number of peaks per burster, and the stability of the burster pattern is also more robust.
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Figure 6. The discharge rhythm of HCOs. Only when the self-inhibitory synaptic conduc-
tance is not 0, that is, when only g;; is changed, here g1, = g>; = 0. As a comparison, we
always take g, = 0.05 in all the figures. The coupling conductance parameters g;; from
top to bottom are 0, 0.2, and 0.35, respectively. On the right side, there is no added electro-
magnetic induction; on the left, there is added electromagnetic induction, and the parameter
k = 0.00005. Neurons 1 and 2 are both being stimulated at the same time. Blue represents
the membrane potential sequence of neuron 1, and green represents the membrane potential
sequence of neuron 2.

Here, we consider the discharge rhythm when the self-inhibitory synaptic conductance changes,
where g» = g»; = 0. It is evident from the righthand side of Figure 6 that the firing neuron 2 has a
consistent firing rhythm, unaffected by neuron 1 within a fixed g»,. Its firing rhythm is different from
that when the coupling conductance g;; = 0 (blue trace in the Figure 6(b1)), and at this point, the firing
rhythm of neuron 1 (in the Figure 6(b1)) is entirely consistent with that of neuron 1 in the Figure 5(b1).
In the Figure 6(b2), when g;; = 0.2, neuron 1 shows a regular burster pattern with four peaks in each
burster. This pattern is distinct from the firing rhythm pattern in the Figure 5(b3), where the coupling
parameter g, between neuron 1 and neuron 2 is 0.2. The different firing patterns might indicate that
the inhibitory effects of autapse and mutually inhibitory synaptic conductance on neurons are different.
This is an exciting observation worth noting. Here, self-inhibition reduces the number of peaks per
burster in neuron 1 (in the Figure 6(b2)). When increasing g;; to 0.35, the discharge pattern of neuron
1 exhibits an irregular rhythm, appearing to be a burster pattern with three peaks in each burster (in
the Figure 6(b3)). Continuing to increase the self-coupling synaptic conductance g, the firing rhythm
of neuron 1 may transform into a burster rhythm pattern with two peaks in each burster and a regular
burster discharge pattern, which is not shown here. These all indicate that self-synaptic coupling is
essential to regulating the diversity of discharge rhythms. The left side of Figure 6 shows the discharge
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rhythm pattern obtained by adding electromagnetic induction to the system. In all three cases, the
discharge pattern of neuron 2 is undoubtedly wholly consistent. The firing pattern of neuron 1 (in the
Figure 6(b1)) is consistent with the firing rhythm of neuron 1 in the Figure 5(b1) when g;; = 0.2 (in the
Figure 6(a2)), and the addition of electromagnetic induction increases the number of peaks per burster
in the neuron 1. When g;; = 0.35, the irregular discharge pattern of neuron 1 remains irregular under
electromagnetic induction as if the number of peaks in each burster increases. Under these three types
of autapse, perhaps electromagnetic induction enhances the discharge of membrane potential. We also
found that the impact of electromagnetic induction on the discharge mode of HCOs varies depending
on the different synaptic connections. The effects of self-synaptic inhibition and mutual inhibition on
the firing patterns of neurons are also other, as shown by comparing Figures 5 and 6. Therefore, this
suggests that the effects of electromagnetic induction on HCOs must be carefully considered in terms
of their synaptic connections.

3.2. Synchronization of HCOs with different symmetric and asymmetric autapse

Here, we examine the synchronization state of two neurons with a half-center oscillator by phase
difference A™ and average phase difference S = 1 >\_; A®”(N is the number of samples within the
range of values of the vertical coordinate parameter) [45], as shown in the Figure 7. Figure 7(al)
shows the branch diagram of the phase difference when two mutually inhibitory coupling conductance
and self-synaptic conductance are equal, respectively, under the introduction of electromagnetic in-
duction in neuron 1. The calculation results show that, without introducing electromagnetic induction,
the HCO exhibits a fully synchronized state. We will discuss the discharge mode of the HCO under
symmetric self-synaptic conductance, i.e., fixed self-synaptic conductance g;; = g = 0 (in the Fig-
ure 8) and g1; = g2, = 0.2 (in the Figure 9). When we fixed g;; = 0.2 and g, = 0.1, we analyzed
the synchronous branches of the HCO in the presence or absence of electromagnetic induction (in the
Figure 7(a2),(a3)), respectively. It can be observed that the addition of electromagnetic induction fun-
damentally changes the phase difference of the HCO. We show the change in phase difference before
and after the addition of electromagnetic induction in the Figure 7(b), which is obtained by taking the
difference in phase difference at the corresponding points in the Figure 7(a2),(a3) as the dependent
variable. The independent variables are conductance g,; and g,,. We will also discuss the discharge
rhythm of the HCO under asymmetric self-coupling conductance (in the Figure 10).

We present the phase difference diagram of the HCO when electromagnetic induction stimulates
neuron 1, and when the autapse conductance and mutual inhibition conductance are equal, respectively
(in the Figure 7(al)). We also calculated that when the autapse conductance and mutual inhibition
conductance are equal (not shown in the Figure), the HCO, without introducing electromagnetic in-
duction, is in an absolute and completely synchronized state. Here, Figure 8(b2) is a special case of
complete synchronization (where g1 = g» = 0, g1 = g21 = 0.2). At this point, whether reducing the
conductance g, to 0.02 or increasing g, to 0.4 (in the Figure 8(b1),(b3)), not only will it change the
synchronization state of the discharge patterns of the two neurons, but it will also affect the discharge
rhythm patterns of the two neurons. We observed that the addition of electromagnetic induction to the
synchronized state not only fundamentally altered the synchronization of the two neurons but also re-
sulted in significant changes in the firing neuron rhythms (as shown in the Figure 8(a2)). This suggests
that the discharge mode of the system in the synchronous state is more responsive to the addition of
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electromagnetic induction than the asynchronous rhythm modes. These findings are consistent with
our previous analysis. The number of peaks in each neurons 1 and 2 burster in the HCO gradually in-
creases as the conductance parameter g,; increases from 0.02 to 0.4. Electromagnetic induction seems
to make the peak changes in the firing rhythm of neurons not continuous in each burst but rather a
direct burst of multiple peaks. Therefore, electromagnetic induction has a more profound impact on
the synchronization of HCOs.
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Figure 7. The combined effect of synaptic conductance g; and g;; on synchronization in the
HCO. The color bar indicates the phase difference A®, which is similar with the definition
in Ref [45]. Dark blue zone corresponds to the zero phase difference (indicates complete
synchronization). Dark red color indicates the maximum phase difference. Three black
curves representing fixed horizontal axis values and the average phase difference (S) with
changes in vertical axis values. (al) When g11 = g» = gi, &2 = g1 = &ij, the phase
difference diagram with changes in g; and g;;, k = 0.00005, only stimulating neuron 1; (a2)
Fix g;; = 0.2, g1, = 0.1, the phase difference diagram with changes in g,; and g2, k = 0;
(a3) Fix g1 = 0.2, g1, = 0.1, and the phase difference diagram with changes in g,; and g,,,
k = 0.00005, only stimulating neuron 1; (b) Comparison chart of phase difference between
(a2) and (a3).
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Figure 8. The discharge rhythm of the HCO when the autapse conductance g; = g» = 0.
Here, g, is fixed at 0.2. The conductance parameters g, from top to bottom are 0.02, 0.2,
and 0.4, respectively. On the right side, there is no electromagnetic induction; on the left,
electromagnetic induction is added, and the parameter k = 0.00005 only stimulates neuron
1. Blue represents the membrane potential sequence of neuron 1, and green represents the
membrane potential sequence of neuron 2.
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Figure 9. The discharge rhythm of HCO varies with the parameter g,, where g,; = 0.2 when
g11 = g2 = 0.2. The conductance parameters g, from top to bottom are 0.02, 0.2, and 0.4,
respectively. On the right side, there is no electromagnetic induction, while on the left side,
electromagnetic induction is added, and the parameter k = 0.00005 only stimulates neuron
1. Blue represents the membrane potential sequence of neuron 1, and green represents the
membrane potential sequence of neuron 2.

According to the phase difference analysis above, the two neurons in the HCO exhibit a fully syn-
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chronized state when the autapse conductance and mutual inhibition conductance are equal, respec-
tively, and no electromagnetic induction is introduced (not shown in the Figure). Figure 8(b2) shows
the discharge rhythm when g; = g2, = 0. In the Figure 9(b2), neurons 1 and 2 demonstrate an HCO
with synchronized discharge rhythm when autapse and mutual inhibition conductance parameters are
0.2. Here, we present the discharge rhythms of the HCO when the two autapse conductance parameters
are equal to 0 and 0.2, respectively (in the Figure 8(b2) and Figure 9(b2)). It is evident that the con-
ductance parameters of autapse significantly affect the neuron’s discharge rhythm. With g, reduced to
0.02 (in the Figure 9(b1)), synchronization disappears, peak count decreases, and amplitude increases.
When increasing g, = 0.4 (in the Figure 9(b3)), the synchronization state of the system will also dis-
appear, the amplitude of the peaks will increase, and the number of peaks in each burster will decrease,
but it is still more than when g, = 0.02. In an HCO, the left side of Figure 9 is obtained when elec-
tromagnetic induction stimulates neuron 1, and we can see that the synchronization state of the system
immediately disappears (in the Figure 9(a2)). Neuron 1 is more sensitive to electromagnetic induction
when g1, = 0.02 (in the Figure 9(al)), while at this time, neuron 2 has almost no change in the peak
number of each burster except for the change in the initial discharge time of the burster. When the
value of g, 1s 0.4 (in the Figure 9(a3)), the changes in the firing rhythms of neurons 1 and 2 show an
enhanced response to electromagnetic induction. From the variation of the discharge rhythm from top
to bottom on the left side, we can see that the larger the gi,, the better the robustness of the HCO, and
the discharge rhythm in the synchronous state is more sensitive to the intervention of electromagnetic
induction.
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Figure 10. The discharge rhythm of HCOs varies with g, when g;; = 0.2 and g, = 0.1,
where g,; = 0.2. The conductance parameters g, from top to bottom are 0.02, 0.1, and 0.4,
respectively. There is no electromagnetic induction on the right side, but there is electromag-
netic induction on the left side that only stimulates neuron 1 with the parameter k£ = 0.00005.
Blue represents the membrane potential sequence of neuron 1, and green represents the mem-
brane potential sequence of neuron 2.

Previously, we discussed the discharge rhythms of HCOs in two cases where the conductance of two
autapses is equal. Here, we will consider the discharge rhythm of the HCO at g;; = 0.2, g1, = 0.1, g2 =
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0.2, and g = 0.1 (in the Figure 10(a2),(b2)), that is, how the discharge rhythm of the HCO changes
when the autapse conductance is not equal (corresponding to a position point in the Figure 7(a2),(a3)).
In addition, we also discussed the discharge rhythms of the system at g1, = 0.02 and 0.4, as shown in
the Figure 10 (al),(bl),(a3),(b3), respectively. Compared with Figure 9(b2) (g1» = g2» = 0.2), here we
change g, and g, from 0.2 to 0.1, respectively, to obtain Figure 10(b2) (g1» = g2» = 0.1). The number
of bursts and the intensity of the burst mode vary considerably. The discharge timing of the burster
mode has undergone significant changes. When the value of g, is 0.02, the firing rhythm of neuron
1 is significantly affected by electromagnetic induction. The peak number of each burster in neuron 2
remains unchanged, but the firing time of the burster mode is changing (in the Figure 10(al)). When g,
increases by 0.1 or 0.4, the HCO becomes more sensitive to the addition of electromagnetic induction
(in the Figure 10(a2),(a3)). The firing rhythm of neuron 1 directly receiving electromagnetic induction
stimulation will undergo fundamental changes. The left panel of Figure 10 shows the firing rhythm of
neuron 2. The larger the conductance g,, the better the robustness of the system, which is consistent
with our previous analysis (in the Figure 9). Here, we discuss the changes in the HCO discharge
patterns of symmetric autapse (in the Figures 8 and 9) and asymmetric autapse (in the Figure 10), as
well as the influence of electromagnetic induction on the discharge patterns. It is important to consider
the connection modes of autapse and non-autapse connections.

4. Conclusions

In this article, we analyze the discharge rhythm of an individual neuron model under electromag-
netic induction and demonstrate it as a classical burster pattern. We show the time series of slow
variables, gate variables, and the electromagnetic induction term p(¢). It is found that the electromag-
netic induction term p(¢) has a minor regulatory effect on the firing rhythm of neurons compared to
slow variables. Moreover, we demonstrate an individual neuron’s fast-slow dynamics branch diagram,
which varies with different electromagnetic induction parameters. We discover that electromagnetic
induction has a profound impact on the dynamic characteristics of individual neurons. Next, we ex-
amined the firing rhythms of three groups of neurons with different slow variable parameters . We
concluded that the addition of electromagnetic induction fundamentally changes the firing rhythm of
an individual neuron. We are interested in the effect of electromagnetic induction on the HCO. Here,
we examine the improved HCO discharge mode, which includes the addition of autapse. The impact
of autapse and mutually inhibitory synapses under electromagnetic induction on the rhythmic patterns
of the HCO are considered (in the Figures 5 and 6). When the synaptic parameter values are the same,
there is a significant difference in the performance of self-inhibitory synaptic and mutually inhibitory
synaptic discharge patterns. Electromagnetic induction affects the discharge rhythm of the HCO dif-
ferently based on the type of synapses, whether self-inhibitory or mutually inhibitory. Therefore, it is
essential to take note of the connection modes of the synapses during the experiment.

Furthermore, we investigate the synchronization phenomenon of the improved HCO. The change
in phase difference of the HCO with and without the introduction of electromagnetic induction is ana-
lyzed when synaptic parameters change. We discuss a comparison plot of the phase difference before
and after the introduction of electromagnetic induction, which more intuitively shows the change in
phase difference caused by the introduction of electromagnetic induction. By further exploring the
discharge modes of the HCO and summarizing the changes in the discharge modes of the two sym-
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metric autapses (in the Figures 8 and 9), it can be found that the discharge mode in the synchronous
state of the system has a more robust response to electromagnetic induction compared to the asyn-
chronous rhythmic mode. It is apparent that the larger the conductance gi,, the greater the robustness
of the HCO. At the same time, the discharge rhythm of neuron 1 directly receiving electromagnetic
induction stimulation changes significantly, while the discharge rhythm of neuron 2 passively receiv-
ing stimulation is affected by the value of g;,. The larger the value of g,, the stronger the response of
neuron 2. Finally, we analyze the changes in the discharge mode of the HCO with changes in synaptic
conductance parameters under asymmetric autapse. The response patterns of the HCO of symmetric
and asymmetric autapse to electromagnetic induction are different, manifested by the diverse discharge
modes of the HCO.

Therefore, these rules of the HCO need to be paid attention to, including different synaptic connec-
tions, the response of different synaptic connections to electromagnetic induction, the different effects
of electromagnetic induction on its synchronization, and the different effects of symmetric and asym-
metric autapse on the discharge mode of the HCO. In our study, we examined chemical synapses be-
tween neurons and did not consider any electrical coupling that may have been present between them.
In future studies, we will analyze the synergistic effects of electrical and chemical coupling in HCO or
CPG, which can lead to very different rhythmic patterns. Our current model demonstrates that synaptic
conductance can influence the rhythm pattern of the HCO. The diversity of thythm activities in CPG
is essential for its flexibility and robustness, which can resist interference from external information.
Synaptic conductance and electromagnetic induction changes can produce many different rhythm ac-
tivities, making the CPG less susceptible to external interference. Of course, the relationship between
rhythmic activities of HCO (or CPG) and epilepsy and other diseases will also be paid attention to.
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Abstract: The complex rhythmic patterns of central pattern generator (CPG) and its response to electromagnetic induction are
explored. The response of an individual neuron's discharge activity to electromagnetic induction is analyzed when the slow variable
parameter changes, and it is found that the smaller the slow variable parameter, the stronger the neuron's response to electromagnetic
induction. The simulation reveals that the discharge rhythm of CPG that are sequentially inhibited (neuron 1 inhibits 2, neuron
2 inhibits 3, and neuron 3 inhibits 1) has a stronger response to electromagnetic induction in synchronous states and is more robust
in typical discharge states (3 neurons firing in sequence). In addition, the response of the discharge rhythm of CPG with mutual
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